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Abstract Autonomous locomotion is a ubiquitous phenomenon in biology and in physics of active systems
at microscopic scale. This includes prokaryotic, eukaryotic cells (crawling and swimming) and artificial
swimmers. An outstanding feature is the ability of these entities to follow complex trajectories, ranging
from straight, curved (circular, helical...), to random-like ones. The non-straight nature of these trajectories
is often explained as a consequence of the asymmetry of the particle or the medium in which it moves, or
due to the presence of bounding walls, etc... Here, we show that for a particle driven by a concentration
field of an active species, straight, circular and helical trajectories emerge naturally in the absence of
asymmetry of the particle or that of suspending medium. Our proof is based on general considerations,
without referring to an explicit form of a model. We show that these three trajectories correspond to
self-congruent solutions. Self-congruency means that the states of the system at different moments of time
can be made identical by an appropriate combination of rotation and translation of the coordinate space.
We show that these solutions are exhibited by spherically symmetric particles as a result of a series of
pitchfork bifurcations, leading to spontaneous symmetry breaking in the concentration field driving the
particle motility. Self-congruent dynamics in one and two dimensions are analyzed as well. Finally, we
present a simple explicit nonlinear exactly solvable model of fully isotropic phoretic particle that shows
the transitions from a non-motile state to straight motion to circular motion to helical motion as a series
of spontaneous symmetry-breaking bifurcations. Whether a system exhibits or not a given trajectory only
depends on the numerical values of parameters entering the model, while asymmetry of swimmer shape,

or anisotropy of the suspending medium, or influence of bounding walls are not necessary.

1 Introduction

Motility of microorganisms, such as eukaryotic and
prokaryotic cells, as well as of their biomimetic coun-
terparts, such as active particles and drops, constitutes
today a fertile interdisciplinary topic. Consumption of
energy and production of entropy enabling the motility
make the traditional concepts of equilibrium statisti-
cal mechanics difficult to apply. These systems show
a wide range of unexpected behaviors regarding both
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their individual and collective dynamics, such as com-
plex trajectories, non trivial patterns, and so on.

Living cells can swim in a fluid, crawl on a substra-
tum or move in a complex environment (extracellu-
lar matrix, complex fluid, random media...) by using
several strategies, such as shape changes (amoeboid
motion), beating of cilia and flagellae, and so on [1-
6]. Tt is recognized since more than a century that
they (flagellate, spores, infusoria, and so on) have the
ability to follow complex trajectories, such as spiral
ones [7]. Other trajectories, like circular, helical, and
even chaotic have been later identified for living cells
and artificial particles [8-16]. These systems may com-
bine intricate biochemical regulations, chemical and
mechanical interactions, and nonlinear effects making
their explicit elucidation quite challenging.

For many types of active particles, their shape and
internal organization is what dictates the trajectory.
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For example, a micro-alga chlamydomonas reinhardtii
has an intrinsic asymmetry in its structure due to a pair
of forward-facing flagella on its body. This asymmetry
predetermines the swimming direction. Further asym-
metry is added by the non-identical beating patterns
of the two flagella, which results in a helix-like swim-
ming trajectory. There are, however, active systems for
which the motion direction is not predetermined by
their structure. A prototypical example of such a system
is given by Marangoni droplets, the motion of which
is driven by surface gradients of a concentration field
that they emit [15-24,24-26]. At low enough emission
rates, such droplets remain stationary and completely
isotropic: they have a spherical shape, while the con-
centration field depends only on the distance from the
particle. This state, however, can become unstable in
favor of a motile solution, characterized by a steady
motion of the droplet driven by an inhomogeneity of
the concentration field along the droplet surface. This
inhomogeneity is, in turn, sustained by the advection of
the chemicals by the fluid flowing relative to the droplet.
The transition to swimming occurs for such particles as
a spontaneous symmetry breaking because the swim-
ming direction can not be related to any feature of
the stationary solution. Marangoni droplets belong to a
more general class of autophoretic particles, which swim
due to phoretic effects in solutes they emit. Another
example of such particles is given by colloidal spheres
that swim by catalyzing chemical reactions in the sur-
rounding fluid.

The original theoretical works [17,27,28] assumed
that autophoretic particles swim along a straight line
with constant velocity. The experiments, however, have
shown a variety of possible trajectories, such as cir-
cles, spirals, or even chaotically irregular trajectories.
The occurrence of complex curved trajectories has been
linked to the geometry of the particle (such as its chi-
rality) [12], or to the nature of the suspending medium
(complex fluid) [14], or to noise [29], or to the pres-
ence of bounding walls [3]. This has led to interest-
ing descriptions of their motion. Surprisingly, complex
motions have also been reported for isotropic particles
(circular, spherical), where circular, meandering and
chaotic motions are revealed in the absence of noise
and bounding walls [16], pointing to their genericity.

Besides spherical autophoretic particles, other sys-
tems transition from stationary to motile states via
spontaneous symmetry breaking. A notable example is
given by amoeboid cells, which are round (circular on a
2D substrate, or spherical in a 3D medium) at rest but
are polarized when they move [30-34]. The polariza-
tion is manifested as cell deformation from a spherical
shape and the inhomogeneity of protein distributions
along the cell surface. Cell motility can be directed by
an external stimulus, such as a chemoattractant, or it
can occur spontaneously, in which case the migration
does not have a predetermined direction. The interplay
between various ingredients involved in cell motility and
swimming poses often a formidable challenge in terms
of effective basic description and classification of their
dynamics. At the same time it is expected that these
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systems should obey some basic rules when formulated
in a general framework based on symmetries and non
equilibrium constraints (such as the lack of a variational
formulation), regardless of the specific nature of the
motile system under consideration.

Another related phenomenon is the formation and
motion of concentration peaks in bulk active medium
[35], which was also observed in epithelial tissue dur-
ing embryo growth [36]. Similar dynamics arises in the
study of active phase field crystals [37-39], where the
patterns of the phase field can be used to model swarms
of active particles.

Our focus here is the understanding of the emergence
of generic curved trajectories for an initially isotropic,
stationary active system. The present study focuses
on the description of generic motions of a single entity
driven by a chemical field (extensions to several fields
will appear straightforward), be it crawling on a sub-
strate, or moving in a fluid, without a specific reference
to a system or to the environment in which it moves.
By introducing a simple but a general framework where
a particle is driven by a concentration field we will be
able to state the general conditions under which a par-
ticle can transition from a non-motile to a motile state,
and will identify the nature of the resulting bifurca-
tion. We will identify the existence of generic types of
motion that we will refer to as self-congruent solutions.
These are solutions that keep the concentration field
moving and rotating in a shape-preserving manner in
the course of time. They correspond to three types of
solutions: (i) straight trajectory, (ii) circular one, and
(iii) helical ones. These solutions are identified on the
basis of general symmetry properties.

The next step consists in writing explicitly, again
based on symmetry, the evolution equations of the con-
centration fields components. It will appear that self-
congruent solutions emerge naturally from explicit solu-
tions of nonlinear equations. We will keep the equations
simple enough, and we will show that retaining only two
components (first two spherical harmonics) is sufficient
to yield a complex picture. It turns out that these equa-
tions, though nonlinear, yield an exact solution describ-
ing the above three trajectory types. We will discuss
here three motile systems, namely a segment in 1D, a
circular particle in 2D and a spherical particle in 3D.
This study highlights the potential of this framework
which captures the main three essential motions in a
unified way.

2 Problem formulation

The purpose of this work is to analyze the trajectories
of self-propelling particles and the bifurcations which
lead to transition from one trajectory type to another.
We aim to consider this problem as generally as possi-
ble making little assumptions about the nature of the
particle or the properties of the medium in which it
moves. A typical example is a fluid described by the
Stokes equations, as is often used for phoretic parti-
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cles [16,17,19,21]. For this purpose, we assume that
the motility of the particle is related to a concentration
field ¢(7,t), which is a function of position r and time
t.

We consider two possibilities:

1. The particle is a material entity and the concentra-
tion field ¢(r, t) is distributed on the particle surface
and, possibly, in the bulk media inside or outside
the particle. Typical examples include Marangoni-
driven particles [17,19,21], and acto-myosin assisted
cell motility [32-34].

2. The particle is fictitious and refers to a feature of
the concentration field ¢(r,t), such as a local maxi-
mum in 7 for given t. For example, motion of peaks
of myosin concentration in a tissue or phase field
crystals belong to this case.

2.1 Material autophoretic particles

In the first case, we consider the dynamics of the active
concentration field ¢(r,t) and of a set of additional
scalar fields that are necessary to fully describe the state
of the system. Taking a Marangoni droplet as an exam-
ple, the shape and position of the particle can be rep-
resented by a phase-field p, which is equal to -1 outside
the particle, 1 inside, and 0 on the boundary. We thus
get a set of two scalar fields, the concentration and the
phase field, which fully describe the state of the particle
in an infinite fluid. Setting the particle shape and posi-
tion along with the distribution of solute concentration
in the fluid at some moment of time allows one to com-
pute the state of the system at any following moment
(as shown in “Appendix A” and in [16]).

Under this assumption, the time-dynamics of p(r,t)
and ¢(r,t) is described by the following equations

plr,t) = F{T{p}, T{c}}(r) = F{p(r',1),c(r', ) }(r),

é(r,t) = g{ﬂ{p}7 Z{C}}(T) = g{p("'/7 t), C(T/7 t)}(r()v )

1
where F and G are non-linear operators and the dot
refers to partial derivative with respect to time. The
time substitution operator 7; takes a time-dependent
field and returns a function of the space coordinate
alone by evaluating the field at time equal to t:

Tip}(r) = p(r,t), Ti{c}(r) = c(r,1). (2)

The operator G takes two functions of coordinate
7’ and returns a third function of r’. The expression
H{T{p}, Te{ct} = G{p(r', 1), c(r',1)} in (1) is used to
denote the function returned by the operator G applied
to the functions 7;{p} and T;{c} defined by (2). Sam-
pling the function G{p’, ¢’} at a given point r is denoted
as G{p',c'}(r) for arbitrary functions p’ and ¢’ of the
space coordinate. The value of ¢ at some point r and
time t is thus a non-linear function of the values of
c(r’,t) and p(r',t) at all possible points 7’ but the
same time t. In other words, the evolution equations
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(1) are nonlocal in space but local in time. Similarly,
the operator F represents the evolution of the phase
field, which encodes the deformation and translation of
the particle. The notation (1) thus codifies that the evo-
lutions of concentration and particle shape and position
can be unambiguously reconstructed from the instanta-
neous concentration and phase fields. Since the problem
we consider here is local in time, the dependence on ¢t
is implied below, whenever such simplification of nota-
tions does not lead to confusion.

The following analysis does not depend on the
explicit expressions of the operators F and G, rely-
ing only on their symmetry properties. This symmetry
reflects the invariance of the problem under rotations
and translations of the underlying space. That is, if we
define an isometry operator I' such that for any field
¢(r)

r{d}(r) = (R-7r+7p) (3)

for an arbitrary orthogonal matrix R and translation
vector g, we can write

G{r{p'}. T{c'}} =T{G{p". '}},

4
FrpL ey =rF
Here the fields p’ and ¢’ can be arbitrary functions of
the space coordinate.

The non-motile state of autophoretic particles is
characterized by rotational symmetry about the par-
ticle center: Marangoni droplets are spherical at rest,
and the concentration field emitted by a stationary par-
ticle depends only on the distance from the particle
center. Similarly, non-motile cells have a round shape
with proteins responsible for their motility distributed
homogeneously along the cell surface. It turns out that
the existence of these symmetric stationary solutions
is a generic consequence of the symmetry (4): Namely,
if the functions ¢(r,t) and p(r,t) depend only on the
distance from the particle center for ¢ = 0, Eqgs. (4)
guarantee that this rotational symmetry is preserved
for every ¢t > 0. The non-motile states are prevalent
in the limit of low system activity because the dissipa-
tive effects tend to homogenize the concentration field
¢ as much as the presence of the particle allows this.
At higher activity, however, the rotational symmetry
can be spontaneously broken, which can lead to parti-
cle motility.

2.2 Fictitious particle

In the case of material autophoretic particles, the pres-
ence of the particle introduces an inherent inhomogene-
ity in the concentration field. Another possibility for
an inhomogeneity of ¢ to appear is via spontaneous
symmetry breaking of a homogeneous solution. If this
leads to an emergence of an isolated spot of increased or
reduced concentration, this spot can be viewed as a fic-
titious particle. As in the case of material particles, an
initially rotationally symmetric spot remains rotation-
ally symmetric at any time and does not move. This
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corresponds to a stationary solution for autophoretic
particles. However, other solutions can exist, in which
the concentration spot is changing its position and, pos-
sibly, orientation over time. If such a solution preserves
the shape of the spot, the spot will be seen in this study
as a moving fictitious particle.

2.3 Model

In the following, we focus on the dynamics of the con-
centration field ¢(r,t), assuming that the dynamics of
all other scalar fields describing the particle can be
reconstructed from the concentration field dynamics.
The following analysis can also be repeated for a sys-
tem described by several scalar fields, at a price of more
cumbersome notation. As is shown below, the one-field
model is sufficient to describe the emergence of straight,
circular and helical trajectories. Obviously, the same
mechanism can lead to emergence of non-straight tra-
jectories for active particles described by more than one
scalar field (like concentration ¢ and phase field p for
autophoretic droplets).

Since this work considers spontaneous symmetry
breaking of the concentration field, the shape of the par-
ticle is taken to be invariant under rotations. Namely,
we consider the following 3 cases:

e 1D case: a segment particle on a line
e 2D case: a circular particle in a plane
e 3D case: a spherical particle in a space

For the concentration field ¢, this corresponds to a spot

of concentration excitation having the same symmetry

as the particle for low enough activity. This spot of con-

centration can appear due to the presence of a material

active particle or spontaneously, as described above.
Equations (1) are simplified to

é(r,t) = G{Ti{c}t}(r) (5)

by eliminating the secondary scalar fields. The symme-
try relation is simplified to

G{l{e}} = T{G{c}}. (6)

For material particles, the velocity v(t) is a well-
defined quantity and can be calculated as a function
of the particle position and the concentration field
[16,17,19,21]. This is not the case, in general, for ficti-
tious particles, which do not have a well-defined posi-
tion. Here we consider only the case when the shape
of the concentration spot defining the fictitious particle
is preserved in time. In this case, the particle velocity
v(t) can be reconstructed from the time-evolution of
the concentration field ¢, as explained below.

Since we do not define explicitly the motility mecha-
nism in our model, we use a generic Péclet number Pe
as a measure of the activity of the system. This num-
ber relates the active power injected into the system to
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the passive dissipation. Depending on the problem, the
dissipative effects relate to the diffusion of the active
species, which tends to even out the concentration field
¢, the viscosity of the medium outside the particle, and
so on. The particle activity is driven by Marangoni
stresses for autophoretic droplets or contractility of the
myosin molecular motors for cells. The changes of Pe
affect the system dynamics, expressed by Eq. (5). This
implies that the operator G in (5) is a function of Pe.

The goal of this work is to analyze which particle tra-
jectories can appear in the proposed model. We consider
the symmetry breaking bifurcations which separate dif-
ferent motile states from each other and from the static
case.

3 Self-congruent solutions

Self-similar solutions play an important role in many
physical problems. Along this line, we analyze a related
class of solutions, which we call self-congruent solutions
below. We call a solution self-congruent if the concen-
tration fields at different moments of time can be made
identical by an appropriate composition of rotation and
translation of the space (congruence transformation). In
other words, concentration dynamics is self-congruent if
there exists an appropriately moving and rotating refer-
ence frame in which the concentration field is indepen-
dent of time. We choose the name by analogy with a
widely used term of self-similar solution, for which the
states at different moments of time can be made identi-
cal by a scaling transformation of the space. We present
in this Section the possible types of self-congruent solu-
tions and analyze the resulting trajectories of the par-
ticle. The next Section is dedicated to the discussion
of how self-congruent solutions emerge from the non-
motile state through a series of pitchfork bifurcations
as the activity is increased.
The formal expression of self-congruency reads

C(’l",t) = Ft{c}<r)> (7)

where C(r') is a time-independent reference concentra-
tion field and T'; is a time-dependent isometry operator,
defined by a time-dependent rotation matrix R(¢) and
a time-dependent offset vector r.(¢):

L{c'}(r) = ¢[R() - (r = re(t))] (8)

for any field ¢/. This means that the concentration
field moves in a shape-preserving manner, very much
like the usual travelling-wave solution equation. This
also means that two concentration fields at two dif-
ferent times can be made identical to each other via
an appropriate translation and rotation. The reference
concentration field C' in (7) does not depend on time.
Time only enters the right hand side of Eq. (7) through
R(t) and r.(t).

According to (7) the trajectory of the particle is fully
determined by the time dependence of R(¢) and r.(¢) for
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self-congruent solutions. The symmetry (6) prescribes

the possible behaviors of R(t) and 7.(t): Measuring R(¢)
and 7.(t) as a function of R(¢) for some moment of time
t, allows us to reconstruct R(¢') and 7.(t') as a func-
tion of R(¢') for an arbitrary time ¢’ by performing an
appropriate rotation. This effectively defines the time-
evolution of a self-congruent solution by a combination
of an angular velocity measuring the rotation of the co-
rotating frame and a translational velocity, as proven
below. A straightforward calculation, also given below,
shows that this limits the possible trajectories in self-
congruent solutions to fixed point, straight line, circle,
and helix.

We start the proof by substituting the ansatz (7) into
the dynamics equation (5):

[R(t) - (r —7e(t)) = R(t) - #c(t)] - T VC}
= G{I'{C}} =T {G{C}}, (9)

where VC is the gradient of C(r). The last equality in
(9) is obtained by using the commutativity of the non-
linear operator G with rotations and translations of the
space (6). We now define a matrix Q(¢), which is noth-
ing but the angular velocity matrix of the corotating
frame, expressed in the corotating frame, such that

R(t) = Q(t) - R(t). (10)

It follows from taking the time derivative of the orthog-
onality condition R(¢)-R(¢)” = I, where | is the identity
matrix that Q(¢)7 = —Q(t), whence we write

Q4 (t) = €jpwi(t), (11)

where € is the Levi-Civita symbol and w(t) is the angu-
lar velocity of the co-rotating frame.

We further define a vector v(t) (which is the velocity
of the particle in the co-rotating frame) such that

R(t) - 7e(t) = v(t). (12)

Substituting the definitions (10) and (12) into the left
hand side of (9) yields

[Q(t) - R(@) - (r = (1)) —v(t)] - T{VC}
=T{w(t) xr —v(t)} - TW{VC}
— Ty{fwlt) x 7 — v(t)] - VY, (13)

where the last equality is valid because of the commu-
tativity of the algebraic operations on fields with the
isometry operator I';. Substituting (13) into Eq. (9),
and removing I'; (by applying the inverse coordinate
transform) from both sides, we obtain

w(t) x r —w(t)] - VO = G{C. (14)

Note that the right hand side of (14) is independent
of t. This implies that the expression [w(t) x r —v(¢)] -
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VC(r) in (9) is also independent of ¢. Taking the dif-
ference of this expression at two moments, t; and ts,
we get

0=lw(ty) xr—v(t1)]- VO(r) — [w(tz)
xr—uv(tz)] - VC(r) = [Aw x 7 — Av] - VC(r)
=Aw-[rx VC(r)] — Av - VC(r),

(15)
where Aw = w(t1) — w(tz2) and Av = v(t1) — v(t2).
Because Eq. (15) is valid for all r, either Aw = 0 and
Awv = 0 or there is a linear relation between the com-
ponents of two vector fields VC(r) and r x VC(r).
The latter option is only possible for particular sym-
metries of the concentration field C: For example, if
C is a rotationally invariant field that depends only
on the distance from the origin, VC(r) x r for all r.
In this case, » x VC(r) = 0 and (15) is thus satis-
fied for any Aw. Since the particle is stationary for a
rotationally invariant concentration field, this ambigu-
ity of the angular velocity of the co-rotating reference
frame is expected. Similarly, if the concentration field
is invariant with respect to rotations about z axis, Aw,
is undefined. Finally, if the concentration field is invari-
ant with respect to translations along z axis, Av, is
undefined and neither Aw nor Awv can be defined for a
position-independent concentration field.

Excluding the special cases discussed above, we
obtain that Aw = 0 and Av = 0, which means that
w(t) and v(t) are actually constant in time. From this
observation we write w(t) = w°, v(t) = v°. Note that
the angular velocity w defined here refers to the dynam-
ics of the concentration field ¢ and, in general, does not
correspond to an actual rotation of the material parti-
cle. For example, it is known [16] that Marangoni flows
do not contribute to rotation for spherical or circular
droplets but rotating self-congruent solutions appear
for them nevertheless.

An intuitive explanation of the above derivation can
be given as follows: C' corresponds to the concentration
field in the frame of reference comoving and corotating
with the concentration field. Since this field is time-
constant, all functions associated with it should also
be constant in the comoving and corotating frame. In
particular, the velocity and the angular velocity of the
fixed laboratory frame should also be constant when
measured and expressed in the comoving and corotat-
ing frame. The vectors —v? and —w" represent these
constants.

Integrating (10) yields

R(t) = exp(Q°) - R(0). (16)

For simplicity, we choose the axes in the corotational
frame to coincide with the axes of the laboratory frame
at t = 0. The matrix R(0) is the identity matrix in this
case. We choose the z axis as the direction of w at t = 0.
The matrix Q then has only two non-zero components
for this choice of axes: {1y = =y, = wY. Tts exponent
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then reads
cosw9 sinw®t 0
exp(Q°) = | —sinw’ cosw®t 0 | , (17)
0 0 1

which corresponds to a usual rotation matrix. We can
now solve for the propulsion velocity

7(t) = R(t) " - v” = 2 (e” cosw’t + e¥ sinw’t) +ve?,

(18)
where we have chosen the y axis at ¢ = 0 in such a
way that 112 = 0. e*, eY, e* are unit vectors along the
corresponding directions.

Let us now analyze the possible dynamics defined by
Eq. (18) and the resulting trajectories. The simplest
case corresponds to v) = v? = 0, whence 7. = 0. The
particle is stationary in this case. The next possibility
is v # 0 and w® = 0. The velocity (18) is constant
in time in this case. The trajectory of the particle is a
straight line. Next, we consider the case v0 # 0, w® # 0
and v? = 0. The velocity is time-dependent in this case.
It always lies in the (x,y) plane and rotates about the
z axis with a constant angular velocity w®. The corre-
sponding trajectory is a circle in the (z,y) plane. The
particle traces a full circle in time 27 /w?, during which
time it travels a distance of 27v°/w®. This corresponds
to a circle of radius v%/wP. Finally, if v0 # 0, w° # 0,
and v? # 0, then the velocity in the laboratory frame
has a rotating component in the (z,y) plane and a con-
stant component along the z axis. Integrating the veloc-
ity in time shows that the trajectory corresponds to a
helix, whose axis is parallel to z axis. The period of
the rotating component is 2w /w, during which time
the particle projection on the (x,y) plane travels a dis-
tance of 2700 /w®. This implies that the radius of the
helix is v2/w’. The distance traveled along the z axis
during one period is 27v?/w°, which sets the pitch of
the helix. The following expressions of the helix radius
a and the pitch 27b can be used for an arbitrary choice
of the coordinates:

|00 X W 00 W0

The trajectory type is related to the symmetry of the
reference concentration field C' (7). Namely, if any trans-
formation of the space keeps C' invariant, the vectors v°
and w should also be unchanged by this transforma-
tion. It is important to note that vector v° is polar,
while the vector w? is axial, that is the former changes
sign on inversion of the space and the latter is unaf-
fected by it. Consider now the 4 trajectory types: In
non-motile state both vectors are zero, so the symme-
try of the (v°, w") tuple is the full O(3) group. Straight
trajectory corresponds to w? = 0, so the Symmetry
group is Cuyy, Which corresponds to arbitrary rotations
about the v° direction and also reflection with respect
to any plane containing v°. The circular trajectory cor-
responds to a single mirror symmetry (group Cs) with

(19)
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respect to the plane containing v° and orthogonal to w®
(as it is an axial vector). This mirror plane defines the
plane in which the circle is drawn. Finally, the vectors
vY and w? are not orthogonal for helical trajectories,
which leaves the symmetry group of the system trivial.
Phoretic particles in lower dimensions can exhibit a
subset of the 4 trajectory types described above: Sta-
tionary particle, straight and circular motions in 2D, or
stationary particle and straight motion in 1D.

4 Emergence of self-congruent solutions

The question arises of whether self-congruent solu-
tions are just a mathematical curiosity, or whether
they emerge naturally in a given motility model. It
will appear here and in subsequent sections that self-
congruent solutions are the rule. In this Section we ana-
lyze the emergence of motile self-congruent solutions
from a stationary state and the bifurcations which mark
the transitions from one trajectory type to another. Our
starting point is the evolution equation (5). We first
consider the simplest case of 1D phoretic system and
then show how the dynamics in two or more dimen-
sions can be reduced to the 1D case.

4.1 1D case: segment particle on a line
4.1.1 Stationary solution

The 1D case corresponds to a distribution of concen-
tration c¢(z,t) along the line z € (—o0,00). A related
discussion can be found in [39] in application to a par-
ticular equation governing a phase field crystal in 1D.
We take the particle as a segment which runs from
r=ux.—1tox =x.+ 1, where z. is the position of
the particle. We place initially the particle in the origin,
such that z. = 0 at t = 0. The functional dependence of
the time evolution of the concentration field for its given
distribution is given by Eq. (5), where ¢(r, t) reduces to
¢(z,t). There are two symmetries that the dependence
(5) must satisfy in 1D: the translational invariance

Gle(@" + o) Hz) = G{e(@) (@ +20)  (20)

for arbitrary xg and the change of sign of x:

G{e(=2")}H=) = Gle(@)} (—2), (21)

both for an arbitrary instantaneous concentration field
c(x).

We first take the limit of low activity Pe, which cor-
responds to a ground state co(x) of the concentration
distribution. It is natural to assume that this distri-
bution is symmetric c¢o(—x) = co(x) about its center
z. = 0 and thus by symmetry the particle is not motile.
By definition (stationary solution), G{co(z')} = 0. The
next step is to analyze the linear stability of this solu-
tion. We introduce a small instantaneous perturbation
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of the concentration field edc(x), where ¢ is an arbi-
trary small number, used here to highlight the smallness
order of different terms. The function dc(x) is consid-
ered to be of order of 1. Note that dc(z) is a function
of z alone. No time dependence is implied here because
this function is used to analyze the properties of the
operator G, which is local in time.
Taking c(x) = ¢o(z) + ede(x), we can write

G{eo(a') +ede(2) } (@) = eGi{dc(x)}(x) +O(e?), (22)

where G; is a linear operator. The linear stability of
the solution co(x) is thus related to the eigenvalues of
the linear operator G;. Further below, we use \; and
fi(x) to denote the eigenvalues and the corresponding
eigenfunctions of the linear operator G;. Here the index
1 is supposed to run from 0 to co. Note that functions
fi(x) are defined on the x space and thus have no time
variable bacause the operator G, is local in time. It is
important for our analysis that the set of eigenvalues
be discrete, at least for eigenvalues close to zero. This
is usually the case for systems of finite size, as hap-
pens for autophoretic particles in a finite fluid domain
or for myosin-induced motility in which the myosin is
localized within the cell cortex. Most importantly, the
eigenvalue spectrum is discrete for problems defined on
a circle or on a sphere. The eigenfunctions are given by
Fourier harmonics or spherical harmonics, respectively,
in these two cases, with eigenvalues following a more or
less regular function of the harmonic order. These two
cases of finite domain will be used in our analysis of the
possible trajectories in 2D and in 3D.

An important property of the eigenfunctions f;(x)
is that they are either symmetric or antisymmetric
with respect to the transformation x — —z. This is
a consequence of the symmetry of the operator G; and
the solution co(x). Indeed if P is the inversion oper-
ator (which commutes with G;, and thus has com-
mon eigenmodes), it obeys P2 = T (where Z is the
identity operator), meaning that its eigenvalues obey
A2 = 1 (A = £1). Consequently, since by definition
Pfi(x) = fi(—z) = Afi(z), and because A = %1,
we get for all eigenstates i either f;(—z) = fi(z) or
fi(—z) = —fi(z).

One eigenvalue of G; is special and is equal to
zero for any Pe. This eigenvalue corresponds to the
homogeneous translation of the concentration field.
Indeed, substituting c(z) = colx + ) = co(z) +
£0,c(7)+0(g?) for an arbitrary small value £ (meaning
dc(x) = Ozco(x)) in Eq. (22), and using G{co(x +¢)} =
Gleo(w)} = 0, we get

G1{0zrco(z)}(z) = 0. (23)

That is, the eigenfunction 9,co(x) corresponds to the
eigenvalue 0. Further below, we use index 0 for this
eigenvalue (A\g = 0, fo(x) = Jrco(x)). Note that, in
general, this property of 0,.¢o(x) is unique. Higher order
terms in e-expansion of G{co(z' + €)} = 0 yield addi-
tional identities but these identities are non-linear and
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thus do not provide further insight into the eigenfunc-
tions of Gj.

4.1.2 Critical activity and the importance of non
self-adjoint operator Gy

The solution c¢y(x) is linearly stable provided all eigen-
values other than 0 have negative real parts. We now
analyze the change of the dynamics of the system as
one of the eigenvalues goes from negative to positive
while the real parts of all the other eigenvalues remain
negative. Suppose we have an eigenvalue A\; and a crit-
ical activity Pe; such that \;(Pe;) = 0. We also con-
sider the case when the eigenfunction f; is antisym-
metric, so that the symmetry of the system changes
at Pe = Pe;. The goal of the following discussion is
to show that the dynamics of the particle undergoes
a pitchfork bifurcation at Pe = Pe; and that if the
bifurcation is supercritical the concentration field for
Pe > Pe; corresponds to a self-congruent solution with
translational velocity 1% oc (Pe — Pep)'/2.

The operator G; has two eigenvalues equal to 0 for
Pe = Peq. Only if the operator G; is self-adjoint, can
it be fully diagonalized for Pe = Pe;. This would be
the case, for example, if the problem were variational
(global thermodynamical equilibrium). In active sys-
tems the evolution equation (5) is non-variational and
the linearized operator is generically not self-adjoint.
This will have important consequences as seen below.
Non self-adjoint operator G; with a degenerate eigen-
value is called defective. It can not be fully diagonalized.

In the case of non self-adjoint operator, with a dou-
bly degenerate eigenvalue (A = 0), we use the Jor-
dan normal form to analyze the linear dynamics of
the system: Equation (23) remains valid for Pe = Pe;
because it represents a symmetry of the problem. In
the Jordan spirit, if fo(x) is an eigenfunction asso-
ciated to a zero eigenvalue (and it is so as we have
shown above), then another function fi(x) satisfies
Gi{f1(@)}(x) = folx) = Oyco(x) for Pe = Pey.
The function fi(z) is called a generalized eigenfunc-
tion. Substituting c(z,t) = co(x) +edeci (t) f1(x) in (22),
where dc;(t) is the time-dependent amplitude of the
perturbation, we get

é(x,t) = edey (t)0pco(x) + O(E2). (24)

The form of Eq. (24) is that of an advection equation,
the general solution of which does not depend on x and
t separately, but on x—wvpt (v is a constant). To leading
order the concentration field reads

c(x,t) = co(x —vot) +edey (t) f1(x —vot) + O(?). (25)
The concentration evolution equation then reads

—020,co(x — v°t)+edéy (t) fr(x — vot)
= edey (1) 0pco(r — v0t) + O(e%), (26)
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whence, by separating the fo(x — v°) and fi(z —
vYt) components, 1Y = —edcy(t) and dé1(t) = O(e).
This confirms that for Pe = Pe; the solution (25)
is marginally stable and would move in the negative
x direction with velocity edci(t). Thus the first type
of motile self-congruent solutions (motion at constant
velocity) emerges here naturally. Note that if the lin-
ear operator were self-adjoint, then we would have
G1{f1(z’)} = 0 at bifurcation point, and the right hand
side of (26) would be zero, and so would be the swim-
ming speed. Note also that if the nonlinear operator
G (Eq. (5) is a functional derivative of some functional
(implying automatically that the linear operator is self-
adjoint) then there is no swimming. A general proof is
given in “Appendix B”.

4.1.3 Above critical activity

The next step is to solve the problem for positive val-
ues of Pe — Pe;y in order to find the steady-state value
of dcq(t) as a function of Pe. The eigenvalues Ao and
A1 of the operator G; are distinct for Pe # Pe; and it
can thus be fully diagonalized. However, the eigenvec-
tors fo and f; are almost identical (up to a scale factor)
as Pe tends to Pe;. A basis containing these vectors is
therefore not particularly suitable for representing the
solution close to the bifurcation point. Instead, we use
the generalized eigenfunctions of the operator G; eval-
uated at Pe = Pey to parametrize the solution. These
functions are thus independent of Pe, while the opera-
tor G; undergoes a regular perturbation at the bifurca-
tion point. This choice of the basis functions makes the
calculations straightforward but the expressions remain
quite involved. We therefore give here only the main
idea of the derivation while the details are given in
“Appendix C”.
The concentration field is written as

c(x,t) =colx —x(t)) +eder (t) fr(x — x(t))

+e Y dei(t) filw — zo(1)) (27)

=2

in the comoving frame. Here x.(t) sets the position of
the particle. The expansion (27) represents the concen-
tration field as a sum of the non-motile solution and
a perturbation, which is expanded in the basis of the
generalized eigenfunctions of the operator G;. Note that
the function fo(z) is missing from the expansion (27).
Its role is taken by the variable position z.(t). This
allows us to convert the evolution of the continuous
concentration field into a discrete system of ordinary
differential equations. Namely, G{c(x,t)} is expanded
into the basis defined by the functions f;, which gives
the time derivatives of xo(t) and d¢;(t). Next we derive
a closed evolution equation for dcq (¢). This can be done
by so-called adiabatic elimination of the rapidly decay-
ing modes in the concentration perturbation (see [40]
for a practical example of this technique). Indeed, the
phoretic system has two distinct time scales close to
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the critical activity: One corresponds to the evolution
of dcq(t), the growth rate of which is proportional to
Pe — Pey and thus can be arbitrary small close enough
to the transition point. The other time scale is defined
by the smallest of |\;| for all ¢ > 1, which sets the decay
rate of the stable modes. The latter time scale remains
finite at the transition point. The adiabatic elimination
proceeds in the following way:

1. We fix a value of dc;.

2. We solve the time evolution equations for dc;(t) for
7 > 1 with this value of dc;.

3. We obtain the steady-state values to which d¢;(t)
relax after an initial transient.

4. We call these saturation values as §c?(dcy) (for i >
1).

5. We substitute the values 6¢{(dc;) in equations for
deq (t) and @.(t).

The above procedure converges to fixed values of
5c?(6eq) for sufficiently small € and Pe — Pe; because
all modes f;(z) for ¢ > 1 are stable in a sufficiently nar-
row region around Pe = Pej. The values 6¢(dcq(t))
agree with the actual solution d¢;(t) to the leading order
thanks to the separation of time scales. In particular,
5c%(8cy(t)) is equal to de;(t) exactly for steady-state
solutions.

Once the adiabatic elimination is applied, the time
evolution equation for dey(t) can be expanded as:

£0¢1(t) = aredcy (t) + aze®der (1) 4+ O(eP). (28)

The coefficients for even powers in expansion (28) van-
ish because the function fi(x) is odd, so that the con-
centration field must be invariant under transformation
(x,e,t) — (—z,—e,t), which in the case of Eq. (28)
reduces to ¢ — —e invariance. The coefficient a; is pro-
portional to Pe — Pey close to the bifurcation point.
If the coefficient a3 is negative, Eq. (28) has two sta-
ble fixed points edc;” = +(—a; /az)'/? o (Pe—Pey)'/2.
This defines a supercritical pitchfork bifurcation. Equa-
tion (26) remains valid to the leading order even for
Pe > Pey, which implies &.(t) = —edcy(t) + o(e). The
presented analysis shows that the concentration evo-
lution equation has a stable self-congruent solution of
form (25) with velocity proportional to (Pe — Pe;)!/2.
“Appendix C” provides an explicit calculation.

4.2 2D case: circular particle in a plane

A generic example of the bifurcation dynamics in a 2D
autophoretic system is considered in [40]. Among the
bifurcations presented in that work, two correspond to
transitions to self-congruent dynamics: The first one
marks transition from a stationary isotropic concentra-
tion field around the particle to a polarized concentra-
tion field and straight motion of the particle. The con-
centration field retains a mirror symmetry after this
bifurcation. The second bifurcation marks transition
from straight to circular trajectories. The concentration
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field loses its mirror symmetry at this bifurcation. Here
we show how these observations can be explained in the
general framework of the self-congruent solutions.

4.2.1 Primary bifurcation

For the 2D case we consider a concentration field ¢(z, y)
defined on a plane. It is convenient to introduce a
comoving polar coordinate system by associating the
center of the particle with the origin. For low enough
Pe, the concentration field is rotationally symmet-
ric and thus is a function of distance from the cen-
ter r, co(z,y) = co(r). This corresponds to the non-
motile state. As in the 1D case, we analyze the lin-
ear stability of this solution. We define the operator
Gi{dc(a’,y’)}(z,y) in the same way as for the 1D case.
For each eigenvalue \; of Gy{dc(2’,y')}(z,y), the cor-
responding eigenfunctions f; j(z,y) introduce an irre-
ducible representation of O(2), the rotation and reflec-
tion symmetry group of the unperturbed solution. The
subscript j is used to index the eigenfunctions corre-
sponding to an eigenvalue A;. O(2) is the group of all
rotations about the origin and reflections in straight
lines passing through the origin. As is generally known
for the representations of O(2), an eigenvalue \; corre-
sponds either to a single rotationally symmetric eigen-
function

fi,l(xay) = fi(r)

or to a pair of functions

(29)

fia(@,y) = fi(r)cosmid, fia(x,y) = fi(r) Sinmz‘(cgb)
where ¢ is the polar angle. Here m; is a natural number
that defines the angular dependence of the eigenfunc-
tions f; ;(z,y) for given i. An explicit derivation of the
form (29), (30) of the eigenfunctions is classically known
for the Laplace operator V2 in polar coordinates.

As in the 1D case, the derivatives 0yco(x,y), Oyco(x, )
are eigenfunctions of G; with the corresponding eigen-
value equal to zero. Recall that these are translation
modes. Indeed, displacing the particle and the concen-
tration field along = or along y by constant values cor-
responds to neutral modes. As the activity is increased,
one of the eigenvalues of the linear stability operator
becomes positive at a critical activity Pe; and the
rotationally symmetric solution becomes unstable. If
this eigenvalue corresponds to eigenfunctions (30) with
m; = 1, the resulting solution is motile. The first unsta-
ble mode was indeed observed to have m; = 1 in many
models of autophoretic particles and of mammalian cell
swimming [17,21,27,28,32-34].

The emerging dynamics corresponds to a self-
congruent solution moving with a constant velocity
along a straight line. The velocity scales as (Pe —
Pe1)Y/?. This can be demonstrated in the same way
as for the 1D case. First, we assume that the concen-
tration field is symmetric with respect to the reflection
y — —y. With this assumption, the perturbation of the
concentration field dc(z,y) does not contain the modes
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Oyco(z,y) and f;(r) sinm¢ because they are antisym-
metric with respect to the y — —y reflection. Extend-
ing the ansatz (27) to 2D then yields Eq. (28) as in the
1D case. Thus we obtain that the y — —y symmet-
ric concentraton field looses its © — —z symmetry at
Pe = Pe; and the swimmer starts to move along the
x direction. A question remains whether this motion is
stable with respect to perturbations that do not respect
the y — —y symmetry. As we show below, this solution
is marginally stable for Pe sufficiently close to Pe;j:
After a perturbation without y — —y symmetry is
applied, the solution relaxes to the same motion but
with some shift and rotation compared to the original
one.

4.2.2 Secondary bifurcation

As demonstrated in [40], the straight motion can
become unstable resulting in a circular trajectory of
the particle. We analyze this secondary bifurcation by
reducing the dimension of the problem. First, we rewrite
the evolution equation (5) in the reference frame comov-
ing with the particle. Next, we transform the full 2D
problem into a simplified 1D problem in the ¢ space for
a given value of . This would allow us to use the results
of the previous section to analyze the instability.

The perturbation dynamics of the motile solution
c1(x,y) = ¢1(r, ¢) possesses 3 soft modes (i.e. neutral
modes): Two are related to translations, while the third
one is related to rotation. The last mode relates to the
fact that c1(r, ¢ + ¢p) is also a solution. The other per-
turbation modes (other than soft ones) of the ¢;(r, @)
solution should correspond to negative eigenvalues for
low enough values of the activity, which ensures the
stability of the straight motion, as discussed below. As
the activity increases, one of the perturbation modes
can become unstable. The resulting dynamics can be
deduced from applying the analysis developed for the
1D case to the distribution ¢(r, ¢) as a function of ¢ for
a fixed value of r. For this reason we only list schemat-
ically the main steps of the analysis. We provide in [40]
an explicit calculation. The concentration field of a par-
ticle moving along the z axis possesses the ¢ — —¢
(equivalently, y — —y) symmetry, as discussed above.
Like in 1D case, this implies that all eigenfunctions of
the linear perturbation operator are either symmetric or
antisymmetric with respect to the change of the sign of
¢ (equivalently, y). The secondary symmetry breaking
bifurcation (loss of y — —y symmetry) occurs if the per-
turbation mode that loses stability is antisymmetric in
y. Above the critical value Pes, this mode grows expo-
nentially until it saturates with amplitude that scales
as (Pe — Pey)'/? similarly to the 1D case, provided the
bifurcation is supercritical. Once the amplitude of the
unstable mode reaches the steady-state value, the sys-
tem follows self-congruent dynamics. Indeed, the loss
of ¢ — —¢ symmetry entails a self-congruent motion
of the concentration field in the ¢ domain, which cor-
responds to the rotational soft mode of the solution
c1(r, ¢). The concentration maximum drifts along the
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particle periphery at a constant speed. This implies
that the particle moves along a circular trajectory for
Pe > Pes, as shown in Sect. 3. The angular drift veloc-
ity scales as w® oc (Pe — Pey)/?, exactly as a drift
along z-direction in 1D. The steady-state value of trans-
lational velocity is continuous at the transition point.
The radius of the circle scales as (Pe— Pey)~/? accord-
ing to the analysis in Sect. 3 and the calculation in [40].

4.2.3 Perturbation spectrum

In order do provide further insight into the nature of
the two bifurcations that separate the stationary phase
(the non-motile solution) and the two motile phases
from (the straight and circular ones) each other, we
plot schematically the growth rate of the least sta-
ble eigenmodes of the stable solution (as a function of
Pe in Fig.1). We first analyze the behavior of eigen-
values in the stationary phase (the non motile one):
Each eigenvalue (except for those that correspond to
rotationally symmetric modes; not shown in Fig.1) is
twofold degenerate, where the two eigenfunctions dif-
fer by sin/cos in the angular dependence (30). The two
eigenvalues corresponding to the translation modes are
exactly 0. Another branch (which is doubly degener-
ate, and marked m = 1 in Fig.1) corresponds to the
mode that becomes unstable at Pe = Peq. This branch
has a negative value but increases with Pe. It reaches
0 for Pe = Pe; which corresponds to the primary
bifurcation. There are thus four eigenvalues equal to
0 at Pe = Pe; (two translation modes and the twofold

stationary straight circle
<o 2 translations 2 translations . 2 translations
n / +rotation +rotation
’
QJ I/
3> / N
3 2
’
c D4 %
() S/ &
2 7
() Q/
/' —— simple
I’ \/
/ Q2N twofold
/ «\9/' &
,/ ALY By e threefold
/ Z2 l
Pe, Pe,

activity Pe

Fig. 1 Schematic view of the growth rate of the most
unstable modes as a function of the activity. The modes
symmetric and antisymmetric with respect to the y — —y
reflection are marked as sym and asym, respectively. Insets
show the characteristic dynamics of the particle in each
phase. Color code shows the concentration distribution.
Arrows show the velocity of motile particles. White curves
show the trajectories
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degenerate —sin/cos— branch that becomes unstable at
Pe = Pey).

We now discuss how these four branches are con-
tinued into the motile phase: First, we note that the
growth rate of small perturbations needs to be mea-
sured in the reference frame comoving with the unper-
turbed solution for the motile phases. Second, because
the transition to the motile phase is continuous, the
growth rate of eigenmodes evolves continuously across
the transition point Pe = Pe;. Third, we take the y —
—y symmetric solution discussed above as the unper-
turbed motile solution. Our goal here is to show that
the growth rate is negative for all possible perturbations
of this solution, at least for some range of Pe, which
would prove its stability. Since the rotational symmetry
is broken in the motile phase, the eigenmodes can not
be written as Egs. (29) and (30) (which are valid only
for perturbations of the fully symmetric—non motile—
solution). Nevertheless, because the unperturbed solu-
tion possesses the y — —y symmetry, the perturbation
eigenmodes can be chosen to be either symmetric or
antisymmetric with respect to the y — —y reflection,
as was discussed in the 1D case (where we saw that
eigenmodes are either symmetric or antisymmetric with
respect to x). The eigenvalue branches are, in general,
not degenerate in the motile phase (except for the neu-
tral modes). This is because the z and y directions are
not equivalent for a polarized concentration field. This
means that each twofold degenerate branch (other than
the translation branch) splits at Pe = Pe; into two
simple branches. One of those branches is symmetric
with respect to the y — —y reflection (continuation of
the cosme¢ eigenmode in (30)), while the other one is
antisymmetric (continuation of the sinmg eigenmode
in (30)).

There are 3 neutral eigenmodes (growth rate equal
to 0) for Pe > Pej: two translations and 1 rotation of
the concentration field. Of these, one translation mode
(along ) is symmetric with respect to y — —y reflec-
tion. The other translation mode and the rotation mode
are antisymmetric with respect to y — —y reflection.
The fourth mode equal to 0 at Pe = Pe;j is symmetric
with respect to the y — —y reflection. It corresponds
to the linear stability of the non-zero solution of Eq.
(28) (i.e. the mode corresponding to motility along z
is stable for Pe < Pes). Its growth rate is thus neg-
ative for Pe > Pe; due to the supercritical nature of
the bifurcation, as discussed in the 1D case. We thus
conclude that all 4 eigenvalue branches emerging from
0 at Pe = Pe; remain non-positive for Pe > Peq. This
confirms that the y — —y symmetric motile solution is
marginally stable in some region above Pe;.

Consider now the transition from straight to circu-
lar trajectories. This transition happens at Pe = Pey
and requires a mode which is antisymmetric under the
y — —y reflection to become unstable, as discussed
above. This mode can not be a continuation of the
m = 1 mode in Fig. 1 because the antisymmetric m = 1
mode continues as the neutral rotation mode in the
motile phases. We therefore conclude that the insta-
bility occurs due to another mode, the growth rate of
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which is negative for the stationary and straight phases
but increases reaching zero at Pe = Pesy. It is shown in
[40] that including the first two harmonics (m; = 1,2 in
Eq. (30) in the concentration field is sufficient to observe
both the primary and the secondary instability. For this
reason, we have marked the mode that loses stability at
Pe = Pey as m = 2 mode, which is a natural choice
but not a general rule.

We plot the growth rate of the perturbation eigen-
modes for the circular trajectory for Pe > Pes. Since
this solution does not satisfy any spatial symmetry,
neither do the corresponding perturbation modes. The
continuation of the antisymmetric m = 2 mode has a
negative growth rate for Pe > Pey as is expected for a
linearly stable state.

4.3 3D case: spherical particle in a space

Here we provide a brief description of the 3D case. An
explicit model showing the bifurcations presented here
is analyzed in detail in the next Section. The bifurca-
tion sequence in 3D space follows the pattern described
for 1D and 2D. It is convenient to relate the angular
dependence of the concentration field in 3D to that in
2D, as shown in Fig. 2. For low enough Pe the concen-
tration field has the full rotational symmetry, which cor-
responds to a homogeneous concentration in 2D (Fig. 2,
column A). The angular dependence of a given pertur-
bation mode in 3D corresponds to a spherical harmonic
of some degree. All perturbations decay for low enough
activity and the system is stationary in this case. The
spherical symmetry is broken at a critical activity Pe;.
If the angular dependence of the mode that becomes
unstable at Pe = Pey corresponds to the first spheri-
cal harmonic, the bifurcation results in a motile self-
congruent solution. A circular spot of concentration
excitation appears in the angular dependence, which
corresponds to a stationary axisymmetric concentra-

column tag

concentration in 2D

concentration
on a sphere in
3D

trajectory in 2D -
Tocus of veloc-
ity orientations
in 3D -
trajectory in 3D stationary

stationary straight circle

stationary | great circle | small circle

straight circle helix

Fig. 2 Analogy between the types of self-congruent solu-
tions on a plane in 2D and the angular dependence of the
types of self-congruent solutions in 3D. Color code repre-
sents the concentration field. White curves of the concen-
tration field and arrows in columns C and D show the time
evolution of the system: The white curves show the trajec-
tory of the concentration maximum (in comoving frame for
the spherical case). The white arrows show the instanta-
neous motion of the concentration maximum
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tion field in 2D (Fig.2, column B). The 3D particle
moves along a fixed direction defined by the orienta-
tion of the spot (where the 2D analogue corresponds
to a non motile solution). The norm of the velocity
scales as (Pe — Pe;)'/? close to the transition point.
According to the 2D analysis, the concentration spot
loses its axial symmetry and moves along a straight
line at Pe = Pesy. The spherical counterpart of this
effect is a non-circular spot of concentration moving
along the equator (Fig.2, column C). This corresponds
to the case when the angular velocity of the corotational
frame is orthogonal to the translational velocity, mean-
ing that the particle moves along a circle. The radius of
the circle scales as (Pe — Pey)~ /2 close to the transi-
tion point. Finally, this solution becomes unstable with
respect to the loss of the remaining mirror symmetry at
Pe = Pes. In 2D, the concentration spot moves along
the particle periphery, corresponding to a circular path
for the particle. In 3D this corresponds to a concen-
tration spot moving along a small circle (i.e. a circle
outside the equator; Fig. 2, column D). The 3D trajec-
tory is a helix in this case. The pitch of the helix scales
as (Pe — Pe3)'/? close to the transition point.

5 Example: a simple exactly solvable model

5.1 Model formulation

The above analysis shows how a helical trajectory can
appear after a series of symmetry-breaking bifurcations
for an isotropic motile particle. The question however
remains whether this series of bifurcations can be actu-
ally realized in practice. To show that this is indeed the
case, we constructed an exactly solvable model which
manifests the desired trajectory types. The model is
taken as simple as possible and thus relies only on two
harmonics of the concentration field, the first harmonic
¢; and the second one ¢;;. Here ¢; is a 3D vector and
cij is a 3D symmetric traceless tensor. This Cartesian
representation turns out to simplify notations in com-
parison to use of spherical coordinates. The particle is
taken as a unit sphere with a concentration field dis-
tributed on its surface. The concentration field at point
r on the sphere is given by

c(r,t) = ci(t)rs + cij(t)rr;. (31)

Note that both ¢;(t) and ¢;;(t) in (31) are functions of
time only. The angular dependence of the concentra-
tion field is given explicitly by the components of r in
(31). For simplicity, the time dependence of ¢; and ¢;;
is implied below. We propose the following dynamics
equations:

¢ =016 + alc?ci + Bi(cieijej — cjcrcinci)
(32a)
éij = 02C;; + /BQ(CiCj - (51-]-0%/3), (32b)
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where d;; is the identity matrix. We choose the propul-
sion velocity v(t) of the particle as v; = ¢;. As explained
in [40] whenever the velocity is a linear function of con-
centration (and/or of derivatives of ¢), the component
of the swimming velocity, v;, is linear in ¢; (first har-
monic component). The above equations are based on
symmetry as they are invariant under rotations of the
coordinate system. The particular form of the last term
of Eq. (32a) is chosen in such a way that the equation
for the amplitude of ¢; be independent of c;; to sim-
plify the symbolic analysis. This can easily be checked
by multiplying the first equation by ¢;. The next Sec-
tion presents a more generic model, which we analyze
numerically with qualitatively the same results. Note
that recently we have mapped [41] the full phoretic
model on a two-mode set of equations in two dimen-
sions similar to Egs. (32a, 32b). The same mapping can
be performed in three dimensions.

As we show below, the system (32a, 32b) possesses
the desired properties:

e Its solutions can be found analytically.

e The stable solution goes from no motion to straight
motion to circular motion to helical motion when o
is increased and the other parameters are fixed. In
other words, self-congruent solutions emerge natu-
rally.

5.2 Primary bifurcation

The key to understanding the system (32a, 32b) lies in
the fact that the £y term in Eq. (32a) is orthogonal to ¢;.
This leaves the evolution of the norm of ¢; independent
of Cij:

czcl = 0’1012 + al(C?)2. (33)

This is the classical form of a pitchfork bifurcation. We
choose a; < 0 in order to ascertain a supercritical bifur-
cation. With this choice, we obtain that for o1 < 0 the
stable solution is ¢? = 0, which corresponds to a non-
motile case. For g1 > 0, the stable solution is

c? = —o1/aq, (34)

which corresponds to a motile solution. Since the norm
dynamics of ¢; is intrinsic (independent of c¢;;), we
assume below that the norm of ¢; has already reached
its stationary value defined by Eq. (34). The exact form
of the motile solution depends only on the orientational
dynamics of ¢;.

As we have seen before for a self-congruent solution
the concentration field is stationary in a given frame
(to be determined) which is related to the laboratory
frame by a rigid translation and rotation. For this rea-
son we find it more convenient to rewrite the equations
in the frame co-rotating with ¢;. We call w the angular
velocity (unknown for the moment) of the coordinate
system which would keep the orientation of ¢; fixed. In
the corotating frame the time derivative transforms as:

é(r) — o(r) — [wx 7] - Vie(r), (35)
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where V* is the surface gradient operator on the sphere.
Here —[w X 7] is the velocity field on the sphere mea-
sured in the corrotational frame.

Equation (35) defines the change of equations (32a,
32b) when going in the corrotational frame:

. 2 2
Ci + €ijpW;CL = 01C; + Q1C;C; + Br(creijej — cicncinci)

(36a)
C'Z'j + €WK Clj + €5KIWECl = 02Ci5 + 52(616]' — 5@'8%/3).
(36D)

Setting the angular velocity to
w; = Breircicricr + pe; (37)

cancels the 8; term in Eq. (36a). Here p is a constant,
the value of which does not affect ¢; in Eq. (36a). This
happens because the vector ¢; remains invariant on any
rotation about its direction. We choose p to cancel the
rotation of ¢;; about ¢;, as explained below. This implies
that p is set to 0 except when dealing with the helical
case.

The choice (37) makes Eq. (36a) trivial. This reduces
the analysis of the rotational dynamics of ¢; to the study
of Eq. (36b), where w and |¢;| are defined by Eqs. (34)
and (37), respectively. We choose the direction of ¢; as
the x axis in the co-rotational frame.

5.3 Secondary bifurcation

We saw above that if only the first harmonic ¢; is taken
into account then there is a supercritical bifurcation
from non-motile to a motile state (when o1 > 0; see
Eq. (34)). This is referred to as the primary bifurca-
tion. The question we answer below is whether or not
the system shows other types of trajectory (circular,
helical), and if so under which conditions. The circular
solution results from the loss of stability of the straight
solution, and we refer to this situation as the secondary
bifurcation.

It is clear from (37) that the occurrence of a non-
zero rotation of ¢; requires a coupling between first and
second harmonics. It is geometrically clear that if the
direction of ¢; is taken as the z axis in the co-rotational
frame, then a circular trajectory corresponds to w being
orthogonal to = axis. For example, if w is along z, this
means that ¢; moves along the equator in the x, y plane
in the lab frame. The occurrence of non-zero w depends
on symmetry of ¢;;, as seen below.

The remaining procedure is the following: we first
restrict the stationary solutions of ¢;; to the ones which
respect a plane of symmetry, which corresponds to cir-
cular trajectories. Then we analyze the linear stability
of these solutions with respect to the loss of the mirror
symmetry, which yields the transition point to the heli-
cal trajectories. Finally, we relax the mirror symmetry
in order to find the analytical expressions for the helical
solutions.

Assuming the tensor ¢;; to be symmetric with respect
to the (x,y) plane, we can set ¢, and ¢, to 0. Because
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w is orthogonal to ¢;, we set p in Eq. (37) to 0. The
only non-zero component of the angular velocity is w,
in this case, given by

w, = 3 c?cxy (38)

Using (36b) and (38) yields the following equations for
the diagonal terms:

20652
Cow = OaCun + 20132, + % (392)
2
) G
byy = O2Cyy — 201672, — ﬁ23 . (39b)

The ¢, equation is linearly dependent on set (39a, 39b)
by virtue of the zero-trace property of c;;. Choosing o
to be negative is necessary to ensure linear stability of
ci;j described by Egs. (39a, 39b). Setting ¢, = éyy =0
yields the expressions for c,, and ¢y, as functions of cyy.
These expressions are substituted into the ¢, equation
to provide

2\2 2 (,2)2
C.my _ (ﬂl/BQ (C'L) +0_2> Czy + 4&1 (C’L) C3 ) (40)

02 02 i

Equation (40) corresponds to a pitchfork bifurcation,
which is of supercritical type because the coefficient of
the cubic term is negative for oo < 0. The coefficient of
the linear term is negative for ¢? = 0 but can change
its sign for large enough c?, provided 3132 < 0. For
B182(c?)* < o3, the stable solution is ¢;, = 0, which
corresponds to an axisymmetric solution c,, = c.. =
—Cyz /2. The angular velocity is zero in this case and the
particle moves along a straight line. For 31 32(c?)? > o3,
the stable solution is

2 :_ﬁ_i (41)

C 9
i ABr 42 (2)?

which corresponds to non-zero w. This results in the
concentration field rotating in the laboratory frame
with angular velocity orthogonal to the propulsion
velocity and defined by Egs. (38) and (41). The tra-
jectory is a circle in this case. Indeed, the propulsion
velocity v; = ¢; is directed along x and the rota-
tion speed is along z in the corotating frame. This
means that the propulsion velocity in the laboratory
frame rotates along the equator contained in the plane
(z,y) with pulsation w.. It has thus two components
vy ~ sin(w,t) and v, ~ cos(w,t), and the corre-
sponding trajectory behaves as x ~ cos(w,t)/w, and
vy ~ sin(w,t)/w,, which is a circle with radius propor-
tional to w;*. According to (38) w, is proportional to
Czy, Which vanishes as the square root of the distance
from the bifurcation point (defined by right hand side
of Eq. (41) equal to zero). This means that the circle
radius diverges with square root singularity at the bifur-
cation point, as we find from our general consideration
and explicitly in 2D in [40].
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5.4 Tertiary bifurcation

Now let us analyze the linear stability of the non-trivial
solution of Eq. (40), which has led to a circular trajec-
tory, with respect to the loss of the mirror symmetry.
Recall that circular solution emerges at the secondary
bifurcation. The loss of stability of the circular solution
corresponds to a tertiary bifurcation. A helical solu-
tion emerges at this point as shown below. The circular
solution corresponds to ¢, = ¢z, = 0 (mirror symme-
try with respect to (x,y) plane). The occurrence of a
non-zero value of ¢, or ¢,. breaks this symmetry and
leads to a new trajectory. The evolution equations for
the xz and yz components of ¢;; in the corotating frame
read (from Eq. (36b) with u = 0)

. _ 2
Cpry = 02Cz, + 6101' (Cacycyz + CraCyy + QCaczsz)

(42a)

Cyr = 09Cy> — Qﬂlcfczycmz. (42b)
Substituting the steady-state values of cyy, c.., and
Czy, We get that the determinant of the linear stabil-
ity matrix is always zero. This means that one of the
eigenvalues of the linear stability matrix is zero. This
eigenvalue corresponds to the rotation of the problem
about the ¢; direction. Since one of the eigenvalues is
zero, the trace of the linear stability matrix is equal
to the second eigenvalue. We therefore use the trace of
the linear stability matrix of the system (42a, 42b) to
analyze the stability of the circular motion:

2\ 2
= 209 +ﬂ1012 (Cyy +2¢22) = %4—%7

(43)
where the last equality is obtained by substituting the
steady-state values of ¢y, and c,,. The circular motion
thus becomes unstable for (¢?)? > 303/(31/2), which
happens when ¢? (or, equivalently, o1) exceeds a critical
value.

It is possible to calculate the rotational velocity w
analytically even without assumption of the z — —z
symmetry of ¢;;. This is done by choosing the value of
i (setting w, in the corotating frame) in Eq. (37) in
such a way that ¢,, = 0 in Eq. (36b). Without loss of
generality, we choose the z axis such that c,, = 0. The
loss of 2 — —z symmetry is manifested as cy. # 0 in
this case. The value of w, is given by

Bbns  Diye

Ocz>  Ocy:

Wy = fﬁlc%cyz. (44)

The evolution equation for ¢, reads

Cyz = Cyz [02 — ﬁlcf (cyy — czz)] . (45)

Equation (45) shows two possibilities for fixed points:
¢y> = 0, which corresponds to the z — —z symmetric
solution considered above in Sect. 5.3 and a new possi-
bility
g2
Cyy — Coz = —5. 46
v e = 5o (16)

i
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Exploring this possibility yields

2 52 g%

c,, = (47)
Yz 2
661 257 (c})
where both signs of ¢, are possible. We also give the
value ¢y for the ¢y, # 0 fixed point, which is necessary
to evaluate the w, component of the angular velocity:

U R (48)

C .
Y38 23 ()

The solution defined by Eqgs. (47) and (48) corre-
sponds to helical motion according to the analysis in
Sect. 3. Indeed, due to non-zero c¢,,, w? # 0, which
implies that w® and v° be not orthogonal. The pitch
of the helix is defined by Eq. (19). The trajectories of
the particle and the corresponding concentration fields
can be obtained numerically, as shown in the next Sec-
tion for a slightly different model.

5.5 Bifurcation diagram

The following assumptions were used to obtain all 3
possible bifurcations:

.0'2<0

e 3132 <0
e a1 <0

These assumptions guarantee that all bifurcations are
of supercritical pitchfork type. The final expressions for
the translational and rotational velocities of the comov-
ing and corotating frame read

0 0 for o1 <0 (49)
v = 49
—% for o1 > 0,
Q102
0 i ] for o1 < NeT Y
_ 95 515201 102 0110'2\/g
Wl = 1 a7 for S <o < UEET
93 Pifeo; a102V3
2 3a2 for oy > 25
(50)
1023
. 0 for o1 < e
w) = 5 5 (51)
Il o5 PiB2of for oq > a102V3
2 602 L2 VBB

where w{ and wﬁ are the components of the w® per-
pendicular and parallel to v°, respectively. As shown in
Sect. 3, the case v0 = 0, w® = 0 corresponds to a sta-
tionary particle, the case v° > 0, w® = 0 corresponds
to straight motion, the case v > 0, woL > 0, wﬁ =0
corresponds to a circular motion and the case v° > 0,
w(j_ > 0, wﬁ > 0 corresponds to a helical motion.

Figure 3 shows expressions (49), (50) and (51) plotted
as functions of o1. We use direct numerical simulations
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Fig. 3 Saturation values of velocity v° and angular veloc-
ity w® of the comoving and corotating reference frame
for a self-propelling particle described by Egs. (32a, 32b).
The components of angular velocity along the velocity and
orthogonal to it are shown as wﬁ and w9, respectively.
o2 = —1, a1 = =1, /1 = 1, B2 = —1. Symbols are full
numerical solution of equations (32a, 32b). Solid lines are
analytical expressions. The color regions denote the trajec-
tory type

of Egs. (32a, 32b) to validate the analytical results. The
details of the numerical procedure are given in the next
section. As can be seen, the analytical results match
the numerical simulations exactly. This confirms that
the full dynamics of the system (32a, 32b) relaxes to
the appropriate self-congruent solution for the explored
parameters.

We summarize the results in a table (Table 1), show-
ing the symmetry of the concentration field, the trajec-
tory, and the concentration dynamics for different o;.

6 Direct numerical solution

Section 5 deals with a system of equations (system (32a,
32b)) which has a special property: the evolution of ¢?
is completely decoupled from the rest of the dynamics.
We show here that c¢? relaxes to a time-independent
value even if it is coupled to ¢;; and the orientation of
¢;. To highlight the genericity of the presented results,
we write below (as we did in 2D [40]) the evolution
equations for the first and second harmonics based on
symmetry only (invariance under 3D rotations). To the
leading order we have

(52a)
(52b)

. 2
C; = 01C; + Q1C5C; + ﬁlcijcj

éij = 02Cij + ﬁQ(CiCj — 5”6%/3)
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Table 1 Types of particle dynamics for different values of o1

Page 15 of 20 135

o1 Range Concentration symmetry Concentration maximum trajectory Trajectory
01 <0 O(3) (spherical) - Stationary
0<o1 < \/‘% Coov (axial4-mirror) Stationary Straight
= < o1 < mﬁ%‘g Cs (mirror) Great circle (equator) Circle
alf;]‘g < o1 C1 (trivial) Small circle Helix
Solving the differential equations (52a, 52b) for given 25
values of parameters yields the functions ¢;(¢) and
¢;j(t). The following procedure is used to extract the
values w(, and wﬁ. We define 3 mutually orthogonal 204
unit vectors e!, e2, and e?, corotating with the concen-
tration field:
L > 1.54
e = —, (53a)
Y e
, e'xb
= m, where brL = Ci;Cy, (53b) 1.0
e’ =e' x e’ (53c)
. . . . . . 05- B : : : :
There are situations in which the vector e? is ill-defined, Y
meaning that the vector b; = ¢;;¢; is parallel to ¢;. This —— )
only happens when the trajectory is not helical and we —— o
can set effectively w) to 0 in this case. The time deriva- 0:0:2 o 2 » o 0

tives of vectors e’ define the rotation of the concen-
tration field. Indeed, it is evident that a simultaneous
rotation of ¢; and c¢;; leads to the same rotation of e’
The vectors e with k € {1,2,3} satisfy the evolution
equations e’ = w x eF for purely rotational dynamics.
This implies that

3

3
DER) =) (W) — (e w)?] = 2P, (54)

k=1 k=1

where we have used that the vectors e* form an
orthonormal basis. Hence we compute the angular
velocities as

522 e3)2 — (el)2
o 1611, wl\/(e”” Ch -

2 3

using that e! is parallel to c;.

First we show that the velocity and angular veloc-
ity of the comoving and corotating frame tend to a
fixed value after the initial transients have decayed. The
results are presented in Fig. 4 for a given set of parame-
ters corresponding to the helical phase. As can be seen,
the system tends to a self-congruent dynamics after an
initial transient. vy is given by the amplitude of ¢ (first
harmonic), and we see that after transients the ampli-
tude tends to a constant, meaning that the choice of the
exactly solvable model (32a, 32b) (where we assumed

¢? is conserved) was legitimate.

time

Fig. 4 Velocity v° and angular velocity w° of the comoving
and corotating reference frame for a self-propelling particle
described by Eqgs. (52a, 52b) as a function of time. The com-
ponents of angular velocity along the velocity and orthog-
onal to it are shown as wﬁ and w9, respectively. o1 = 6,
o2 = —1, 01 = =1, f1 = 1, B2 = —1. Solid lines are full
numerical solution of equations (52a, 52b). Symbols have
no special meaning other than helping to distinguish the
curves

Next, we plot the saturation values of v°, wﬁ, and w(j_

as functions of 1. The results are shown in Fig. 5. As
can be seen, the bifurcation diagram is similar to the
one discussed in the previous Section (Fig. 3).

We use the numerical solutions ¢;(t) and c¢;;(t) to
plot the dynamics of the concentration field (defined
by Eq. (31)) and the trajectories of the particle in 3D,
as shown in Fig.6. The non-motile solution is char-
acterized by zero concentration field (not shown in
Fig.6). The concentration field for straight motion has
an axisymmetric spot of high concentration, the orien-
tation of which remains constant with respect to the
particle center. Left panel of Fig.6 shows the concen-
tration field for the case of circular trajectory. As can be
seen, the concentration field is symmetric with respect
to a plane passing through the center of the particle.
The rotation of the concentration field is such that
the center of the high-concentration spot (which corre-
sponds to the orientation of the particle velocity) moves
along the equator (white curve on the particle surface).
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3.0

stationary
0

straight circle helix

254 TV,
—— (‘)L

— j

2.04

1.59

1.0 !
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0.0

=2 0 2 4
control parameter o;

Fig. 5 Velocity v° and angular velocity w° of the comoving
and corotating reference frame for a self-propelling particle
described by Egs. (52a, 52b). The components of angular
velocity along the velocity and orthogonal to it are shown
as wﬁ and w9, respectively. oo = =1, 00 = =1, 81 =1, 3o =
—1. Solid lines are full numerical solution of equations (52a,
52b). The color regions denote the trajectory type. Symbols
have no special meaning other than helping to distinguish
the curves

Fig. 6 Characteristic concentration distributions and par-
ticle trajectories. Time-dependent solutions of Egs. (52a,
52b). 02 = =1, an = =1, 81 = 1, B2 = —1. Left: circu-
lar trajectory o1 = 3, Center: helical trajectory o1 = 5,
Right: transient trajectory from straight to circular motion
o1 = 2. Color code: concentration field, black curve: particle
trajectory, white curve on particle surface: locus of velocity
orientations, arrow: instantaneous velocity. The color code
is scaled in a way that highlights the spot of high concen-
tration

~

For the helical case (central panel of Fig. 6), the spot of
high concentration is not symmetric and rotates in such
a way that the velocity direction follows a closed loop
corresponding to a small circle on the particle surface.
Finally we also present the transient behavior of the
system, when the particle initially starts to move along
a straight line until the symmetry breaking instabil-
ity develops and the trajectory becomes circular (right
panel of Fig. 6). This corresponds to growth of w® from
0 to its saturation value, while v° remains close to a
constant and orthogonal to w®. We can see that the
trajectory spirals in to the circle in this case.
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7 Discussion

The presented analysis shows that straight, circular,
and helical trajectories in systems powered by a con-
centration field (like phoretic systems, and motile sys-
tems assisted by acto-myosin kinetics) belong to a gen-
eral class of self-congruent solutions and can emerge
through a series of pitchfork bifurcations from a sta-
tionary solution. Our model is very general and relies
on the motility of the particle being related to a con-
centration field which can be distributed on the par-
ticle surface and/or in the media inside or outside it.
The shape of the particle is taken rotationally invari-
ant and the breaking of the rotational symmetry of the
system occurs spontaneously in the concentration field
as the particle activity is increased. An important fea-
ture of our model is that the position of the particle
and its propulsion velocity are incorporated implicitly,
similarly to the phase-field models. That is, the model
applies as long as the shape or position of the particle
are not independent but are a function of the concentra-
tion field. This is true, for example, even for deformable
particles, as long as the shape relaxation is fast enough
for adiabatic elimination to make sense. Furthermore,
the particle does not need to be a physical entity and
the model pertains as well to soliton-like solutions when
concentration peaks move in a homogeneous medium.

This generality of the model makes it applicable for
a very diverse set of physical situations: The prototyp-
ical example is an autophoretic droplet [16,17,19,21].
Another example is the model of cell motility, where
the activity is driven by myosin motors distributed in
the cortex along the surface of a spherical cell and/or
inside it [32-34]. Our model is still applicable if the cell
is not spherical, as long as the shape of the cell can
be reconstructed from the concentration field and is a
sphere for low enough motility. Another example is the
dynamics of myosin concentration in tissues, where our
model can be used to describe the motion of localized
concentration peaks [35,36].

This study considers the case when the symmetry
breaking occurs by a steady pitchfork bifurcation. We
considered the case of supercritical bifurcation when
the solution changes continuously at the critical point.
The transition is discontinuous for subcritical bifurca-
tions. In this case, it is generally not possible to predict
the properties of the motile solutions by analyzing the
dynamics close to the non-motile branch. However, for
a weakly subscritical bifurcation, a systematic analysis
similar to the present one can be adopted.

Another possibility is Hopf bifurcation. The solu-
tions show periodic oscillations in this case. For exam-
ple, a 1D phoretic system undergoing Hopf bifurca-
tion would show a back-and-forth motion of the par-
ticle. The oscillations can arise due to a strong cou-
pling of two different spatial modes. Another possi-
bility is coupling between concentration dynamics of
two chemical species, such as actin and myosin [34].
In 2D, Hopf bifurcation can happen either as the pri-
mary (translational modes) or the secondary (angu-
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lar) instability. There are two translational degrees of
freedom in 2D, which are both excited in the case of
the primary bifurcation. The non-linear terms set the
interaction between the oscillations along two orthogo-
nal directions. There are two possible solutions in this
case, which correspond to planar and circular polariza-
tion. The first case is similar to the 1D situation with
back-and-forth motion of the particle, while the second
case shows circular trajectories. The radius of the circle
grows continuously from zero at the instability point in
this case. Hopf bifurcation as the secondary instability
leads to periodic oscillations of the velocity orientation,
which leads to meandering [16]. Tt is hoped to investi-
gate this matter in the future.

Here we have considered that the spectrum is dis-
crete, meaning that the system size is finite (albeit
arbitrary large). For a phoretic model [22] it has been
reported recently that for an infinite system size, close
to the bifurcation point from a nonmotile to a motile
state, the velocity behaves as v ~ Pe — Pe;, and not
as (Pe— Pey1)'/?, as we found above. This result is con-
firmed by Saha et al. [42]. Actually this finding was
also reported earlier by Rednikov et al. [27] (see their
equation 24). To be more precise |v°| ~ Pe — Pe;, and
the absolute value is a signature of singular behavior.
The result [v°] ~ Pe — Pe; implies the existence of two
symmetric branches of solutions v° ~ 4(Pe— Pe; ), and
the bifurcation is not transcritical, as stated in [22], but
of pitchfork (albeit singular) nature. In simulations [16]
the size is finite and v* ~ (Pe — Pe;)'/? (pitchfork
bifurcation). We have recently discussed [43] how the
singular bifurcation can be regularized (due, in partic-
ular, to a finite size) into a classical pitchfork bifurca-
tion. Since secondary bifurcations during transition to
circular of helical motions occur in the angular domain,
which corresponds either to a sphere or a circle, these
secondary bifurcations are always regular.

Our study shows that the primary instability corre-
sponds to a transition from a steady to a motile state
with a straight trajectory. That is, there is no possibility
to go from a fully isotropic concentration distribution
to a state with v0 = 0 and w® # 0. This is because the
rotational invariance of the concentration field needs to
be broken first for solutions with time-dependent angu-
lar dependence to make sense. Spiral-like trajectories
have been observed in experiments. A logarithmic spiral
corresponds to a constant value of w(t) and the ampli-
tude of v(t) that grows exponentially. This suggests that
spiral-like trajectories can not appear as a transient for
a steady pitchfork bifurcation but can for Hopf bifurca-
tion. Detailed analysis of Hopf bifurcations in phoretic
systems and finding a simple model which shows such
behavior is thus a promising topic for future research.

Finally, the dynamics of a phoretic system does not
necessarily relax to a self-congruent solution. As the 2D
studies show [16,40], periodic oscillations of strongly
anharmonic form or even chaotic dynamics are among
the possible solutions. Investigating the 3D analogs of
those types of dynamics represents another problem for
future research.
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Appendix A: Explicit model: autophoretic
particle in 2D

Let us consider an explicit model studied in [16,17,19,21].
This is an autophoretic particle which can emit (or absorb)
a chemical substance at its surface. In that case the tangen-
tial velocity field along the particle is related to the surface
gradient of the chemical concentration. The flow equations
can be solved for to express the fluid velocity in terms of the
concentration field at the particle surface. The concentration
dynamics in the bulk, which obeys an advection—diffusion
equation, defines a nonlinear evolution equation for the con-
centration in the bulk and at the surface [16,17,19,21]. For
example, the evolution equation reads

. - ek (1, t)Me“w
é(r,t) = Z orlkl+1
k

2 2 0c(r,t) . 2 9 oc(r,t)
{(r -1k o +ik(2r° 4+ (1 —r7)|k|) 99
+ PieAc(r,t)
= G{e(r', 1)} (r)
(A1)

in 2D for a circular particle. This is a nonlocal equation
since the evolution of the field ¢ at the considered point r
in the bulk depends on concentration elsewhere: the knowl-
edge of the field along the bead surface at » = 1 and at
infinitesimally close points. The latter information is needed
to calculate the derivatives of the concentration field. Here
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¢, refers to k-th Fourier component, ¢ is the polar angle, and
M is a real constant relating the tangential velocity of the
fluid and the gradient of ¢ along the bead [16,17,19,21]. The
particle velocity is calculated as (—M®Rc1(1,t), MSer(1,t)).
This defines the full evolution of the concentration in the
laboratory frame.

Appendix B: Absence of swimming for a
variational problem

Here we show the absence of swimming for a variational
problem. Suppose we have

i(x) = Gle(a) Ha), (B2)
where SP ,
G{e(=)}(x) = —% (B3)

for some non-linear functional F', and where 0F/dc refers
to functional derivative. Equation (B3) can be rewritten, in
view of the very definition of functional derivative, as

gy PLe) £ 0e®)} = Fle(r))

h

/ G{c(z)}(@)5e(z)de (B4)

B.1 Proof 1
We can write that
F{c(x)} = F{c(z+h)} = F{c(x)+hd.c(x)} +O(h*) (B5)

because of the translational invariance of F. Setting dc to
Ozc in Eq. (B4) and comparing with Eq. (B5) shows that

/g{c(x’

Multiplying Eq. (B2) by 9,c¢ and integrating with respect
to x yields

/c’(:c)azc(:c)dx = /g{c(x')}(x)azc(x)dac =0.

Substituting the self-congruent solution é¢(z) = vdyc(x) in
Eq. (B7) shows that v = 0 unless d,¢(z) is zero everywhere.

x)0zc(x)dx = 0. (B6)

(B7)

B.2 Proof 2

The function F{c(z,t)} is constant in time for a self-
congruent solution due to the invariance of F' under rota-
tions and translations of the concentration field c¢. This
expands to

o= ez, t)}
dt
— iy Flel@t+h)} = Fe(z, t)}
h—0 h
_ iy (@, t) + hé(w, )} — Fle(, 1)} (B8)
h—0 h

*/g{c(x/)}(x)c'(m)dx = f/c'(x)2dx,

@ Springer

Eur. Phys. J. E (2023)46:135

where the last equality uses (B2). The right hand side of
Eq. (B8) can be equal to zero only if ¢(x,t) = 0 for all z.
This shows that there are no motile self-congruent solutions
of Eq. (B2) with variational right hand side.

Appendix C: Extended analysis of the motil-
ity of a segment particle in 1D

We analyze the non-linear dynamics of the 1D model by
taking higher-order terms in the expansion (22):

G{co(z") + ede(a)} (x) = eGi{de(x") }(x)
+e 92{56( ", de(x'")} ()
+e°Gs{bc(a), be(a"), e(z"") }(x) + O(h).

(C9)

Here G2 and Gs are bilinear and trilinear operators, respec-
tively. That is, Go and Gs are operators that take, respec-
tively, 2 and 3 functions (here listed inside the curly brack-
ets) of x and return another function of x. They are linear
with respect to each variable inside the curly brackets.

We write the time-dependent solution of Eq. (5) as

c(z,t) = co(x — ze(t)) + ede(x — ze(t), 1),
edc(z — zc(t),t) = eder (t) f1(x — xc(t))

+ &2 Z dei(t) fi(x — xe(t)),

(C10)
where ¢ is a small parameter of the expansions and dc;(t)
are the amplitudes of the different modes in perturbation.
The assumption that the amplitudes of f;(z — z.(t)) are of
order O(g?) for i > 1 is validated below by the consistency of
equations. The velocity of the comoving frame z.(t) is also
small for Pe close to Pe;. We further take Pe— Pe; = 0(82)
for consistency of Eq. (28).

We express the amplitudes dc;(t) for ¢ > 2 as a function
of dc1(t) by substituting (C9) into the right hand side of Eq.
(5) and expanding the result in the basis fi(z — z(t)).

e8¢ + 0(e%) = G\ {sc(2)} + 2GS {Sc(a’), sc(x")}

+0(e%)
= hidei(t) + G i), fr(a")}oct
+0(£%), (C11)
where the k-linear functionals G,(f) are defined by
Gr{dc(a’ ZG“>{5C oY (@), (C12)

The leading term of the right hand side of Eq. (C11) is
Xidc;(t). Since A; is negative and has a large absolute value,
the solution of (C11) relaxes to a steady-state solution dcy
on a time scale that is small compared to the dynamics of
the dc1 mode. This is where the discrete nature of the set of
eigenvalues becomes important: For a finite set, it is always
possible to find the eigenvalue with the smallest absolute
value and set Pe sufficiently close to Pe; to ensure that
[A1] < |Xs| for all i. Since the set of \; is infinite, it is not
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possible to exclude a priori a situation where for any value of
A1 > 0 there is another i such that |\;| < A1. The adiabatic
elimination may not work in this case.

We find from Eq. (C11) the steady-state value of dc; as

(2) / "
5c) = —oci G {f1(3:)\?, C); +0(e),

which confirms that the amplitudes of fi(z — z.(¢)) in
ansatz (C10) are of order O(¢?) for i > 1. Note also
that Go{f1(z") f1(z"”)}(x) is an even function of z, so that
G {fr(a)f1(z")} = 0 if fi(z) is an odd function. This
means that dc¢; = O(e”) for such values of i.

Equation (C13) is obtained for a fixed value of dc1(t) but
it remains approximately valid if dci(¢) is a slowly varying
function of time. In particular, it is valid if dc;(¢) saturates
to a constant.

With éc;(t) for i > 1 expressed as functions of dey(¢),
the evolution equation (5) for the concentration field (C10)
reduces to a closed equation for dc1(t) and z.(t). The linear
analysis of this equation is shown in Sect. 4. The quadratic
terms are absent for symmetry reasons. Indeed, substitut-
ing (C10) in (5) yields two potential contributions of order
O(e?): First, the advection of the solution produces the
term &c(t)eder (t)0x f1(z — zc(t)) in the left hand side of
Eq. (5). This term, as a derivative of an anti-symmetric
function, is a symmetric function and thus does not have
a fi(z — xc(t)) component. The second potential contribu-
tion comes from the right hand side of Eq. (5), where the
term £2Go{ f1 ('), fi(x”)}(x — 2(t))dci (t)? is also symmet-
ric. Consequently, the terms of order O(e®) are the next
order after the linear terms. There are so many different
terms at this order that listing them in general case would
not be practical but it is easy to show that each of them can
be reduced to terms proportional to £3dc; (t)3. This yields
the Eq. (28).

(C13)
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