MA2008B: LINEAR ALGEBRA II
Final Exam/June 23, 2020

Please show all your work clearly for full credit! (total 100 points)

(1) (10 pts) State without proof the Singular Value Decomposition (SVD) of real matrix A € R™*".

Solution: Let A € R™*" be a real matrix. Then there exist real orthogonal matrices U of size
m x mand V of size n x n and a diagonal rectangular matrix X of size m x n,

01
02

oy

L - mXxn

such that
A=UZV',

where 04 > 03 > - -+ > 0, > 0 are called the singular values of A and r is the rank of A.

(2) (10 pts) Let A € R™*" be a real matrix. Show that all the eigenvalues of ATA are real and
nonnegative, and explain why if rank(A) = r, then there are exactly r positive eigenvalues.

Proof:
(ATA)T — AT(AT)T — ATA
- ATAs symmetric and then all eigenvalues Ay, Ay, - -+ , A, are real.

If A is an eigenvalue of A" A, then 3 v # 0 (eigenvector of A" A) such that A" Av = Av.
= v ATAv = A0 = A||p||> = (Av)T(Av) = A|]v||? = ||Av|]? = A||v]|]?
|Ao]>

—— )\:
o]

>0 .. all the eigenvalues of A" A are real and nonnegative!

(i) If A = 0 then Av = 0, where v is any eigenvector of AT A corresponding to A => v € N(A)
({)IfA >0thenATAv = v = v=A"(}Av) = veC(A")

(iii) If rank(A) = r then by FTLA-Part 1, we have dim C(A") 4+ dim N(A) =r + (n —r).

(

iv) By the Principal Axis Theorem for the symmetric matrix AT A, there are 1 orthonormal eigen-
vectors vq,vs, - - - , v, such that AT Av; = Ajo; fori=1,2,-- -, n.

Combining (i)-(iv), we can conclude that there are exactly r positive eigenvalues A1, A, - -+, A, of
the symmetric matrix A" A.

(3) (10 pts) Let (712, (722, .-+, 02, with 0; > 0, denote the r positive eigenvalues of A" A in Problem (2)

‘ ] Av;

and let v1, vy, - - -, v, denote the corresponding orthonormal eigenvectors. Show that u; := || sz I
i

are eigenvectors of AA" and Av; = oyu; fori =1,2,---,r.

Proof:

 ATAv; = o?vifori=1,2,--- ,r
- o] AT Av; = 0o} v; = ||Avj||? = 0?||vi||? = 0? = 0 < 0; = || Avj

..oaT _ 2 C
A Av; =cfvifori=1,2,---,r



o AAT Ao = izAvl- and Av; #0fori =1,2,--- ,r = Awv; is an eigenvector of AAT wrt. (71-2

Av; .
= u; = HAZZH are eigenvectors of AA" and Av; = || Av;||u; = oju; fori =1,2,--- ,r
i

(4) (15 pts) Let A € R**3 be the rectangular matrix:

110
A‘[o 1 1]'

Find the singular value decomposition (SVD) of matrix A: A = uzv'.

SR

Solution: Note that 7 = rank(A) =2and A" A = [ 11
01

Find the eigenvalues of A" A:

1-A 1 0
det(ATA—AI) = det| 1 2-7A 1 = = (1-A)(A%2=3A).
0 1 1-A

Eigenvalues of ATAare A\ =3, A =1, A3 =0— 07y =+vV3and o» = 1.

1-3 1 0 x 0
Eigenvectors for \; = 3: (ATA— MI)x = 1 2-3 1 y| =10
0 1 1-3 z 0
1
2 1 0] [« 0 1 N G
= 1 -1 1 y|=1]0 x=|2 :vl;zwz %
_ 1
0o 1 -2 z 0 1 7
3 1
A 1 A 7
a3 3
1-1 1 0 x 0
Eigenvectors for \; = 1: (ATA — A\ I)x = 1 2-1 1 y| =10
0 1 1-1] ]z ] 0
0107[x 0 1 . |
— (111 y| =10 x= 0 :vz:zwz 0
— =1
010]]z 0 1 =L
Av 5
(%) _ﬁ

N < R
| I
I
—
o O O
| |

Find a basis vector v3 of the nullspace of A: Ax =0 <= [ (1) 1 (1) } |:

1
1 . V3
x=| -1 | = v3:=-—=| &
. S P
V3

5% %

1 1 6 V6 V6

A=uzvT e [ LT O]_1E V300 o0

011 5 010 2oy

V3 V3 V3



(5) (15 pts) Let A := [ai]-] be a 3 x 3 invertible real matrix. Define a linear transformation T : R3 —
R3 by T(v) = Av, Vv € R3 Show that the matrix representation of T with respect to the
standard basis {ej, ez, e3} for both R3 is A, and show that if v, v,,v; are linearly independent
then T(v1), T(v2), T(v3) are linearly independent.

Solution:

Matrix representation of T:

a1
= | an | = ane +axez + ases,
as1

T(e1) = Ae1:A

—o0OO0 O~ O OO~
I

a1
ax | = aipper + axpep + ases,
asy |

T(ez) = AEZZA

ai3
= | a3 | = aizeq + azsex + aszes.
ass

T(e3) = A63:A

Therefore, the matrix representation of T with respect to the standard basis {ej, e, e3} for both R3
is
ail a1z a3
M = dar1 dpp A3 = A.

a3y 4asy 4ass
linearly independent: Let
clT(vl) + CzT(vz) + C3T(v3) =0.
Then
T(c1v1+ cov2 +c3v3) =0 <=  A(c1v1 + 202+ c3v3) =0
<~ A_lA(clvl + cpup + C3Z)3) =Alo0=0
Therefore,
€101 + 203 + c3v3 = 0.

Since v1, vy, v3 are linearly independent, we have ¢; = ¢, = ¢3 = 0. Therefore, T(v1), T(v2), T(v3)
are linearly independent.

2 -1 0
(6) (15pts)Let A= | —1 2 —1 [ inProblem (5). Find the matrix representation B of the linear
0o -1 2

transformation T with respect to the basis {es, 1, e3} for both R and show that the matrices A
and B are similar.

Solution:

Matrix representation of T:

T(ep) = Aey= 2 | =2ep+ (—1)eg + (—1)es,

T(e1) = Aeg=| —1 | =(—1)ex+2e; + Oes,

T(es3) = Aes=| —1 | = (—1)ex + Oey + 2e3.




Therefore, the matrix representation B of the linear transformation T with respect to the basis

{es, e1,e3} for both R is
2 -1 -1
B=| -1 2 0.
-1 0 2

A and B are similar: Define two identity transformations:

LR =R, I(v)=9vYveER?
L:R>* >R DL(v)=vVYveR

Then the change of basis matrix of I, with respect to basis {ey, e1,e3} for the domain R3? and
{e1, e, e3} for the range R is

The change of basis matrix of I; with respect to basis {e1, e, e3} for the domain R> and {e, e1, e3}
for the range R3 is
Note that

(LoTohL)(v)=(I1oT)(L(v)) = (LoT)(w) =L(T(v)) = T(v), Vv € R>.
Therefore, wehave [{ o Tol, = Tand then B =M “1AM. Thatis, A and B are similar.

S = O

1 0
00|=M=M"L
0 1

(7) (10 pts) Let P,, denote the vector space of all real-coefficient polynomials with degree less than

d
or equal to n. Define the “derivative transformation” T : Py — P3 by T(v) = % Show that

T is a linear transformation and find the matrix representation of T with respect to the basis
{1,x,x?,x%,x*} for Py and the basis {1, x, x%, x>} for Ps.

Solution:

T is a linear transformation: Let v, w € Py and « € R. Then

dv+w) do  dw

T(v+w) = PR M T(v) + T(w),
T(av) = d(;;) = oc;l—z =aT(v).

Therefore, T is a linear transformation.

Matrix representation of T:

T(1) = 0=0x14+0xx+0xx>+0x x>,
T(x) = 1=1x14+0xx+0xx>+0xx°,
T(x*) = 2x=0x1+2xx+0xx>+0xx’,
T(x’) = 3x*=0x1+0xx+3xx*+0xx°,
T(x*) = 4 =0x14+0xx+0xx>+4xx°

Therefore, the matrix representation A of T with respect to the basis {1, x, x2, x3, x4} for P4 and
the basis {1, x,x2, x*} for P; is

01000
00200
A_OOO?)O
0000 4



1 1 1 0
1 1 -1 0
(8) (15pts) Letw; = | |w=| | ws= 0 ,and wy = e Then {w1, wy, w3, w4}
1 -1 0 -1
1
is the Harr wavelet basis for R* and for any v € R* there exists a unique ¢ = 22 € R* such
3
C4

that v = cywy + cowy + caws + caws. Define a function T : R* — R* by T(v) = c. Show that T is
a linear transformation and find the matrix representation of T with respect to the standard basis
for both IR*.

Solution:
T is a linear transformation: Let v, w € R?*, a € R. Assume that

U = QWi+ oWy + C3W3 + C4Wy,
= dywq +dywy + dzws + dywy,

Then
1 dy
_ | .|
T(v)=c:= s and T(w)=d:= s |7
C4q d4
and we have
T(v + w) = T((Cl + d1)ZU1 + (CZ + [Il2>ZU2 + (C3 + d3)ZU3 + (C4 + d4)ZU4)
[ 1+ dy 1 dq
o +dy 2 do
st ds e + is c+d (v) + T(w),
| ¢4+ dy C4 dy
T(av) = T(a(crwy + cows + 3wz + cawy)) = T (aciwy + acywy + acaws + acawy)
[ xcy 1
= a2 == aT(v).
nC3 C3
| XC4 C4q

Therefore, T is a linear transformation.
Matrix representation of T: Let v € R* and v = cyw; + cow; + caws + cywy := We, where
W = [wy, w), w3, wy).

Then
T(v)=c=Wlo

Similar to Problem (5), the matrix representation of T with respect to the standard basis for both
R*is WL, Since w1, wy, w3, wy are orthogonal, we have

1/4 1/4 1 1 1 1

1 1/4 T _ 1/4 1 1 -1 -1
W= 1/2 W= 1/2 1 -1 0 O
1/2 1/2 0 0 1 -1



