MA2007B: LINEAR ALGEBRA 1
Midterm1/October 24, 2019

Please show all your work clearly for full credit!

(1) (15 pts) State the Cauchy-Schwarz-Buniakowsky inequality for vectors in IR” and then use the
Cauchy-Schwarz-Buniakowsky inequality to prove the triangle inequality,

lo+wl|| < [lof| + [lw], Vo,weR"
Solution:
(i). Cauchy-Schwarz-Buniakowsky inequality: Let v, w € R". Then |v - w| < ||o||||w||.
(ii). Proof: For any v, w € R", we have

lo+w|? = (v+w):(v+w)
= v-vtv-wtw-ot+w-w
= v v+2v-w+w-w
o +20 - w + [[w].

By the Cauchy-Schwarz-Buniakowsky inequality, we have

= (ol + [[wl)*

lo+wl* < ol* +2]oll|wl]| + ]

Therefore, we obtain ||v + w|| < ||| + ||w]|. O

(2) (10 pts) Let v and w be two nonzero vectors in R? and v # aw, V a € R. Let 6 be the angle
between v and w. Show that 0 < 6 < (7r/2) if and only if ||v|*> + ||w]|? > ||v — w]?.

Proof: First, we note that
(v—w) - (v—w)=v-v—2v - w+w-w.
By the cosine formula, we have
lo —wl? = |[o|* - 2||o|l]|w]| cos 6 + [[ew]> (%)
(=) If0< 6 < (71/2), then cosf > 0. By (x), we have ||v — w|?> < ||v? + ||w]|?
(<) If |lo —w|?> < ||[v]|*> + |[w]|?% by (%), we obtain cos 6 > 0. Therefore, 0 < 0 < (71/2). O
(3) (10 pts) Can four vectors uy, up, u3, uy in R? have u; - u; < 0foralli# j?

Solution:
No, it is impossible!

Suppose that there are four vectors uq, uy, uz, us in R? distributed in counterclockwise such that
u;-u; < 0foralli # |, then Zujuy > 71/2, Zupuz > /2, Zuzug > 7t/2, and Luguy > 7v/2.

.. The total angle > 4 x 71/2 = 27t. This is a contradiction!

.. It is impossible that there are four vectors uy, u2, us, us in R? such that u; - u; < Oforalli #j.



(4) (15 pts) Any real-valued function f : R” — R is called a norm on IR" if it satisfies the following
three conditions: (i) f(v) > 0, Vv € R”; f(v) = 0if and only if v = 0; (ii) f(av) = |a|f(v), Vv €
R" and « € R; (iii) f(v +w) < f(v) + f(w), Vv, w € R".

Define
f(o) = ol = lo] + o2l + -+ |val, v = (01,02, ,01) €R"
and
f(©) :=||v||e := max{|v1],|v2|, -, |vn|}, ©=(v1,02,-+,04) ER".
Show that both || - ||; and || - || are norms on R".
Proof:
e Claim: || - ||; is a norm on R™:

(i) Vv € R", wehave ||v||; = |v1] + |v2| + - - + |va| > 0, since |v;] > 0V i.
|lo|l1 = |v1]| + |v2| + - -+ |vn| = 0if and only if |v;] = 0,1 <i < n,ifand only if v = 0.

(i) Letv = (v1,v2,- -+ ,vy) € R" and & € R. Then av = (avy, a0y, - - - ,avy,) and

lav| + |ava| 4 - - - + |avy|
|| (|o1]| + [v2] + -+ + |oa]) = |a|[[v]]1.

el

(iii) Letov = (v1,v2,- -+ ,0p), w = (w1, W, -+ ,w,) € R". Then

||'U—|—'Z/U||1 = ||(’011’02/' o ,'Un) + (w1/w2/' ce /wn)Hl
(o1 +wi,v2+w, -+, 00 +wy)1
]vﬁ—wl\ + |Z)2—|—ZU2| + -+ |vn+wn|

< Jou] + Jwr| + [o2] + [wa] + - - - + |on] + [wn]
= (loal + |va + - -+ [on]) + (Jwr| + [wa] + - - - + |wa])
= ol + [lwlh.

e Claim: || - || is @ norm on R":

(i) Vv € R", we have ||v||cc = max{|v1]|,|v2|,- -, |vn|} >0, since |v;| > 0V i.
||| = max{|v1], 02|, ,|vn|} = 0if and only if |v;| = 0,1 < i < n, if and only if v = 0.

(ii) Letv = (v1,v2,- -+ ,v,) € R" and « € R. Then av = (avy, avy, - - - ,av,) and

lav]lw = max{|avy], [ava,-- -, |av,|}
max{|a|[o1], [a[[va], - - [a][on] }

= |a|max{[v1], [v2], -+, |[va|} = [a][[v]|co-
(iii) Letov = (v1,v2,- -+ ,0y), w = (w1, W, -+ ,wy,) € R". Then

v+ wle = [[(v,02,-,00) + (w1, 02, -+, Wn) |0

[ (v1 + w1, 02 + w2, -+, Uy + Wy) oo

max{|vy + w1|, |v2 + wal, -+, |vn + Wy}

max{|v1| + |w1], |v2| + |wa|, - -, |on| + |wn|} (since |v; + w;| < o] + |w;| Vi)
max{|v1], 02|, -+, [oa|} + max{[w:], [wa|, - -+, [wal}

9]l + lw][eo. O

[VANVAN



(5) (10 pts) Is the following matrix C invertible? Please give your reason without using Gaussian

elimination or determinant.
2 -1 0 -1

-1 2 -1 0
€= 0o -1 2 -1
-1 0 -1 2

Consider the linear system Cx = b. Find a condition on b such that the linear system has no
solution.

Solution: No! C is not invertible. Because there exists a nonzero vector x* = (1,1,---,1) € R”"
such that Cx* = 0:

2 -1 0 -1 1 0

L -1 2 -1 o0 1| _|o
=1 9 1 2 1 117 1o
1 0 -1 2 1 0

If C is invertible, then x* = C™!(Cx*) = C~10 = 0. This is a contradiction!

Consider the linear system Cx = b. Adding all rows of the linear system, we have
0 = by + by + b3 + by.
Therefore, if by + by + bz + by # 0, then the linear system Cx = b has no solution.

(6) (15 pts) Let A and B be two n x n matrices. Prove that if the product C = AB is invertible, then A
and B are invertible. Find a formula for A~! that involves C~! and B.

Proof:
(i) If the product C = AB is invertible, then CC™! = (AB)C 1.
. I=CcC!'=(AB)C"! = A(BC™))
L ABC Y =1
. Aisinvertible, i.e., A~! exists.
wAl=A"T=A"1'ABC ) =1(BC')=BC!
(ii) Claim: B is invertible.
"~ Ais invertible
. A7 lis invertible
- C=AB
. A'lCc=A"YAB)=(A"'A)B=1IB=B
. B= A"1C, a product of two invertible matrices A~! and C

. Bisinvertible O

(7) (10 pts) Consider the 4 x 4 matrix,

2 -1 0 O

-1 2 -1 0
A= 0o -1 2 -1
o 0 -1 2

What three elimination matrices Ey;, E3p, E43 put A into upper triangular form E;3EEx A = U.
Multiply by E,;', E;,' and E,! to factor A into LU.



Solution:

SO ON

S O O

2 -1 0 O 2 -1 0 O
-1 2 -1 0| @=3 |0 3 -1 0] =%
0 -1 2 -1 0 -1 2 -1
0 0 —1 2 0 0 -1 2
2 -1 0 o0
=310 3 -1 0|
0 0 3 -1 =u
5
0 0 0 3
Therefore, we have the following three elimination matrices:
1 000 1 000
1
= 1 0 0 0100
—| 2 - =
Ey 0010,532 0%10,1543
0 001 0 0 01
and E43E3E»1 A = U. The three inverses of Eyy, E3p, Ey3 are, respectively,
1 000 1 0 0O
1
_ - 1 00 _ 0 1 00 _
1_ 5 1_ 1_
Ex 0010/ 0—§1O’E43
0 001 0 0 01
and
E,'E5, E (EisEnEnA) = E5'E'ESMUL
Therefore,
1 0 00 2
1
—5 1 00 0
“1p—1p-1
A:E21E32E43/U:LU: 6 _% 10 0
=L 0 0 -3 1[0

O ONW =

-1 0 0
3
32 -1 0
0 3 -1
0 -1 2
000
100
010/
03 1
10 00
01 00
00 10}’
00 -3 1
0 0
-1 0
4
: -1
0 3

(8) (15 pts) Find the solution of the following linear system by solving two triangular systems, one
with the lower triangular matrix L and the other with the upper triangular matrix U, both derived

in problem (7):

Solution: From problem (7), we have

2 -1 0 0] [x 1
-1 2 -1 0||x|_|O
0 -1 2 -1 x3 | |0
0 0 -1 2] [ x4 1
1 0 00 2 -1 0
1 3
-1 1 00 u— |90 3 -1
0 -2 10|’ 0o 0 3
0 0 -3 1 0 0 0

RO R O O

Since A = LU, where L is a lower triangular matrix and U is a upper triangular matrix, we solve

first

Lc=0b:=

Y e



and then solve

Ux =c
e Lc=b:Let
€1
c=| 2
c3
C4
Then we solve
1 0 00 €1 1
-3 1 00 o | |0
0 -2 10||c| |O
0 0 -2 1 c4 1
By forward substitution, we have
—1:>c—lc—1:>c—gc—1:>c—1—|—§c—§
1= 2=50=5 3=32=3 4 = 8= 7
elix=c
2 -1 0 0 X1 1
0 3 -1 0| |x|_|1/2
0 0 3 —1]||xs]| |1/3
0o 0 0 3 Xy 5/4

By backward substitution, we have

=1l—=x=1—xn=1—x1=1.



