MAZ2007B: LINEAR ALGEBRA I
Final Exam/January 09, 2020

Please show all your work clearly for full credit! (each problem 15 points, total 120 points)

(1) Let A € R"" be an invertible matrix. Show that the columns of A are linearly independent and
span R".
Proof: Let A = [ay, a3, -+ , ay].

e claim: aj, ay, - - -, a, are linearly independent
Assume that x1a1 + x0a; + -+ - + x,a, = 0.
Then 0 = x1a1 + xpap + - - - + x,a, = Ax, where x = [x1, X2, - , Xy,
x=AT1TAx=A"10=0
e claim: aj, as,-- -, a, span R"
Letb € R".
', A is invertible
c.dx € R"suchthat Ax =0
Thatis, 3 x := [x1,x2,- - ,x,] " € R" such that xja; + xoap + - - - + x,a, = Ax = b.
c.ap,ap, -, a, span R”

(2) Which of the following are bases for R3?
(@ [120Tand[0 1 —1]7
b)) 11 —1)7, 234", 41 -1",[01 —1]"
(1227, [-1217,[080"
(d) [122]T,[-121]7,[08¢6]"

Solution:
(@) No! .- there are only two vectors
(b) No! - four vectors must be linearly dependent in R®
(c) Yes! onecan check thatif av; 4 v, +yv3 =0thena = =9y=0 ------
(d) No! - they are linearly dependent, [0 8 6]T =2x [1 2 2]T +2x[-1 2 1]

(3) Let V be a subspace of R" and V* := {x € R"| x-v = 0, Vv € V} be the orthogonal complement
of V. Show that V+ is a subspace of R".

Proof:

e Letx,yc V1. Thenx-v =0andy-v=0, Vo€ V.
“(x+y)v=x-v4+y-v=0,VYVoeV
Lx+yevt

e letxeVianda € R. Thenx-v =0, Vo € V.

(ax) v=0a(x-v)=0,VoeV
Lax eVt

. V+ is a subspace of R"



(4) Consider the 2 x 3 real matrix,
1 2 4
A= [ 2 58 ] '

Find the bases and dimensions for the four subspaces: C(A), C(A"), N(A), N(A").

Solution:
e C(A) [ ; ] and [ 5 ] are a basis, since [ g ] =4 [ > } and - .- dim C(A) =2
1 2
e C(A"): | 2 | and | 5 | areabasis, since - - - - - - dimC(AT) =2
4 8
—4
e N(A): One cancheckthat | 0 | isabasis------ S.dimN(A) =1
1

e N(AT): One can check that N(A") = {0},s0 N(AT) hasnobasis. .. dimN(A") =0

—

(5) Please state the Fundamental Theorem of Linear Algebra, Part I and Part II.

Solution: Let A € R™*" be an m x n real matrix. Then

e Partl:
dimC(A") +dimN(A) =7+ (n —r) = n = dimR".
The row space C(A ") has dimension r and the nullspce N(A) has dimension 7 — 7.

dimC(A) +dimN(A") =r+ (m —r) = m = dimR"™.
The column space C(A) has dimension r and the left nullspce N(A ") has dimension m — .

e Part II:
N(A) is the orthogonal complement of the row space C(A") in R",
N(AT") is the orthogonal complement of the column space C(A) in R"™.

(6) Let A € R"™*" be an m x n real matrix. Show that the left nullspace N(A ") and the column space
C(A) are orthogonal in R™.
Proof:
Lety := [y1,y2,- - ,ym| € N(AT) CR™

Denote A = [ay, ay,- - -, a,], where a; is the i-th column vector of A.

tllT n 0
Then we have ATy =0, ie, : : =1 :
a, | | Ym 0

“aly=0,ay=0,---,a,y=0

wa-y=0,a-y=0,---,a,-y=0

o C(A) ={c1a1+ - +cpay| c; € R}

.. For any vector in C(A), we have (cia1+---+cuap) - y=c1a1-y+---+cpan-y=0
. N(AT) L C(A)

(7) Letb € R" and A := [aj ay - -+ a,] be an m X n matrix, where aj, ay,- - - ,a, € R™ are linearly
independent.

(a) Find the projection p := AX of vector b onto the column space C(A) and also find the pro-
jection matrix P.



(b) Let us consider a concrete example with n = 2, where a; = [1,0,0]", ap = [1,1,0]
b=1[2,3,4]". Find %, p and P.

Solution:
(@ . (b—Ax) L C(A) and C(A) = span{a; ap --- a,}

a;-(b—Ax)=0, Vi=12--,n
a?(b—A%)zO, Vi=1,2,---,n

a] 0
(b — AR) =
a, 0
S AT(b—AX) =0
“ATAx=A"b

" ay,ap, -, a, are linearly independent

. AT A is invertible

x=(ATA)'ATb,p=Ax=A(ATA)'ATb,and P= A(ATA) AT
(b) n=2a;=1[1,00]" and a, = [1,1,0]

11
S A= 01,AT:“(1)8]
00
. 11 T [ 2 =11 [ 2 -1 T 2
AA_[l 2}' (AA)"=31 4 1|71 1| mdAab=1g
11 2
e IS R FR S IR
00 0
11 100
andP= |0 1 [_i _H“gg}— 010
00 000

(8) Let (t1, b1), (2, b2), -
L1 7
(a) Derive the closest line b = C + Dt to these points by a geometry approach.
(b) Let us consider a concrete example with the three points (—2,1), (0,2), (2,4). Find C and D.
Solution:

(tm,bm) be m distinct points on the plane and m > 2. Assume that
and [ty, tz, ,tm] " are orthogonal.

(@ C+Dt;=b;,C+Dtry="0y,--+-,C+ Dty = by,

1 # bl
1 t2 C b2
= | [D]: | AP
p1
The closest line b = C + Dt to these points has heights p1, p2, - - -, pm, Wwhere p = P‘z is
Pm
by
by
the projection of b = . onto the column space of A.
b

T and



Therefore, we solve AT Ax = A'b forx = [ g ] .

“[1,1,---,1]" and [t1,t2,- - , tm] " are orthogonal

1 t# n 0
CATA= 1 1 .- 1 1 t _ "
) o ty tp -ty o 0 Zf?
_1 tn i=1
b "
b:
- 1 1 --- 1 b ;1
Ab: t t t A = !
1 2 o Im :
: t.b:
_bm izzlzz

1 m
m b

(Ee)/(59)

(b) Consider the three points (—2,1),(0,2), (2,4). Then [1,1,1] " and [-2,0,2] T are orthogonal.
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