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Chapter 3

Multiple Integrals

3.1 Integrable Functions
Let us start our discussion on the integrability of functions of two variables.

Definition 3.1. Let A Ď R2 be a bounded set. Define

a1 = inf
␣

x P R
ˇ

ˇ (x, y) P A for some y P R
(

,

b1 = sup
␣

x P R
ˇ

ˇ (x, y) P A for some y P R
(

,

a2 = inf
␣

y P R
ˇ

ˇ (x, y) P A for some x P R
(

,

b2 = sup
␣

y P R
ˇ

ˇ (x, y) P A for some x P R
(

.

A collection of rectangles P is called a partition of A if there exists a partition Px of [a1, b1]
and a partition Py of [a2, b2],

Px =
␣

a1 = x0 ă x1 ă ¨ ¨ ¨ ă xn = b1
(

and Py =
␣

a2 = y0 ă y1 ă ¨ ¨ ¨ ă ym = b2
(

,

such that

P =
␣

∆ij

ˇ

ˇ∆ij = [xi, xi+1] ˆ [yj, yj+1] for i = 0, 1, ¨ ¨ ¨ , n ´ 1 and j = 0, 1, ¨ ¨ ¨ ,m ´ 1
(

.

The mesh size of the partition P , denoted by }P} and also called the norm of P , is defined
by

}P} = max
!
b

(xi+1 ´ xi)2 + (yj+1 ´ yj)2
ˇ

ˇ

ˇ
i = 0, 1, ¨ ¨ ¨ , n ´ 1, j = 0, 1, ¨ ¨ ¨ ,m ´ 1

)

.

The number
a

(xi+1 ´ xi)2 + (yj+1 ´ yj)2 is often denoted by diam(∆ij), and is called the
diameter of ∆ij.
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§3.1 The Double Integrals 69

Definition 3.2. Let A Ď R2 be a bounded set, and f : A Ñ R be a bounded function. For
any partition P =

␣

∆ij

ˇ

ˇ∆ij = (xi, xi+1)ˆ (yj, yj+1), i = 0, ¨ ¨ ¨ , n´ 1, j = 0, ¨ ¨ ¨ ,m´ 1
(

, the
upper sum and the lower sum of f with respect to the partition P , denoted by U(f,P)

and L(f,P) respectively, are numbers defined by

U(f,P) =
ÿ

0ďiďn´1
0ďjďm´1

sup
(x,y)P∆ij

f
A

(x, y)A(∆ij) ,

L(f,P) =
ÿ

0ďiďn´1
0ďjďm´1

inf
(x,y)P∆ij

f
A

(x, y)A(∆ij) ,

where A(∆ij) = (xi+1 ´xi)(yj+1 ´yj) is the area of the rectangle ∆ij, and fA is an extension
of f , called the extension of f by zero outside A, given by

f
A

(x) =

"

f(x) x P A ,

0 x R A .

The two numbers
ż

A

f(x, y) dA ” inf
␣

U(f,P)
ˇ

ˇP is a partition of A
(

and
ż

A

f(x, y) dA ” sup
␣

L(f,P)
ˇ

ˇP is a partition of A
(

are called the upper integral and lower integral of f over A, respectively. The function

f is said to be Riemann (Darboux) integrable (over A) if
ż

A
f(x, y)dA =

ż

A
f(x, y)dA,

and in this case, we express the upper and lower integral as
ż

A
f(x, y)dA, called the double

integral of f over A.

Similar to the case of double integrals, we can consider the integrability of a bounded
function f defined on a bounded set A Ď Rn as follows

Definition 3.3. Let A Ď Rn be a bounded set. Define the numbers a1, a2, ¨ ¨ ¨ , an and
b1, b2, ¨ ¨ ¨ , bn by

ak = inf
␣

xk P R
ˇ

ˇx = (x1, ¨ ¨ ¨ , xn) P A for some x1, ¨ ¨ ¨ , xk´1, xk+1, ¨ ¨ ¨ , xn P R
(

,

bk = sup
␣

xk P R
ˇ

ˇx = (x1, ¨ ¨ ¨ , xn) P A for some x1, ¨ ¨ ¨ , xk´1, xk+1, ¨ ¨ ¨ , xn P R
(

.
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A collection of rectangles P is called a partition of A if there exists partitions P (k) of
[ak, bk], k = 1, ¨ ¨ ¨ , n, P (k) =

␣

ak = x
(k)
0 ă x

(k)
1 ă ¨ ¨ ¨ ă x

(k)
Nk

= bk
(

, such that

P =
!

∆i1i2¨¨¨in

ˇ

ˇ

ˇ
∆i1i2¨¨¨in =

[
x
(1)
i1
, x

(1)
i1+1

]
ˆ
[
x
(2)
i2
, x

(2)
i2+1

]
ˆ ¨ ¨ ¨ ˆ

[
x
(n)
in
, x

(n+1)
in+1

]
,

ik = 0, 1, ¨ ¨ ¨ , Nk ´ 1, k = 1, ¨ ¨ ¨ , n
)

.

The mesh size of the partition P , denoted by }P}, is defined by

}P} = max
!

g

f

f

e

n
ÿ

k=1

(x
(k)
ik+1 ´ x

(k)
ik

)2
ˇ

ˇ

ˇ
ik = 0, 1, ¨ ¨ ¨ , Nk ´ 1, k = 1, ¨ ¨ ¨ , n

)

.

The number
d

n
ř

k=1

(x
(k)
ik+1 ´ x

(k)
ik
)2 is often denoted by diam(∆i1i2¨¨¨in), and is called the di-

ameter of the rectangle ∆i1i2¨¨¨in .

Definition 3.4. Let A Ď Rn be a bounded set, and f : A Ñ R be a bounded function. For
any partition

P =
!

∆i1i2¨¨¨in

ˇ

ˇ

ˇ
∆i1i2¨¨¨in =

[
x
(1)
i1
, x

(1)
i1+1

]
ˆ
[
x
(2)
i2
, x

(2)
i2+1

]
ˆ ¨ ¨ ¨ ˆ

[
x
(n)
in
, x

(n+1)
in+1

]
,

ik = 0, 1, ¨ ¨ ¨ , Nk ´ 1, k = 1, ¨ ¨ ¨ , n
)

,

the upper sum and the lower sum of f with respect to the partition P , denoted by
U(f,P) and L(f,P) respectively, are numbers defined by

U(f,P) =
ÿ

∆PP
sup
xP∆

f
A

(x)νn(∆) ,

L(f,P) =
ÿ

∆PP
inf
xP∆

f
A

(x)νn(∆) ,

where νn(∆) is the n-dimensional volume of the rectangle ∆ given by

νn(∆) = (x
(1)
i1+1 ´ x

(1)
i1
)(x

(2)
i2+1 ´ x

(2)
i2
) ¨ ¨ ¨ (x

(n)
in+1 ´ x

(n)
in
)

if ∆ =
[
x
(1)
i1

´ x
(1)
i1+1

]
ˆ
[
x
(2)
i2

´ x
(2)
i2+1

]
ˆ ¨ ¨ ¨ ˆ

[
x
(n)
in

´ x
(n)
in+1

]
, and f

A is the extension of f by
zero outside A given by

f
A

(x) =

"

f(x) x P A ,

0 x R A .
(3.1)
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The two numbers
ż

A

f(x)dx ” inf
␣

U(f,P)
ˇ

ˇP is a partition of A
(

,

and
ż

A

f(x)dx ” sup
␣

L(f,P)
ˇ

ˇP is a partition of A
(

are called the upper integral and lower integral of f over A, respective. The function

f is said to be Riemann (Darboux) integrable (over A) if
ż

A
f(x)dx =

ż

A
f(x)dx,

and in this case, we express the upper and lower integral as
ż

A
f(x)dx, called the n-tuple

integral of f over A.

Definition 3.5. A partition P 1 of a bounded set A Ď Rn is said to be a refinement of
another partition P of A if for any ∆1 P P 1, there is ∆ P P such that ∆1 Ď ∆. A partition
P of a bounded set A Ď Rn is said to be the common refinement of another partitions
P1,P2, ¨ ¨ ¨ ,Pk of A if

1. P is a refinement of Pj for all 1 ď j ď k.

2. If P 1 is a refinement of Pj for all 1 ď j ď k, then P 1 is also a refinement of P .

In other words, P is a common refinement of P1,P2, ¨ ¨ ¨ ,Pk if it is the coarsest refinement.

“+” “=”

Figure 3.1: The common refinement of two partitions

Qualitatively speaking, P is a common refinement of P1,P2, ¨ ¨ ¨ ,Pk if for each j =

1, ¨ ¨ ¨n, the j-th component cj of the vertex (c1, ¨ ¨ ¨ , cn) of each rectangle ∆ P P belongs to
P (j)
i for some i = 1, ¨ ¨ ¨ , k.

Proposition 3.6. Let A Ď Rn be a bounded subset, and f : A Ñ R be a bounded function.
If P and P 1 are partitions of A and P 1 is a refinement of P, then

L(f,P) ď L(f,P 1) ď U(f,P 1) ď U(f,P) .
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Corollary 3.7. Let A Ď Rn be a bounded subset, and f : A Ñ R be a bounded function. If
P1 and P2 are partitions of A, then

L(f,P1) ď U(f,P2) .

Proof. Let P be the common refinement of P1 and P2. Then Proposition 3.6 implies that

L(f,P1) ď L(f,P) ď U(f,P) ď U(f,P2) . ˝

Corollary 3.8. Let A Ď Rn be a bounded subset, and f : A Ñ R be a bounded function.
Then

ż

A

f(x)dx ď

ż

A

f(x)dx .

Proof. Noting that for each given partition P of A, L(f,P) is a lower bound for all possible
upper sum; thus

L(f,P) ď

ż

A

f(x)dx for all partitions P of A

which further implies that
ż

A
f(x)dx ď

ż

A
f(x)dx . ˝

Proposition 3.9 (Riemann’s condition). Let A Ď Rn be a bounded set, and f : A Ñ R be
a bounded function. Then f is Riemann integrable over A if and only if

@ ε ą 0, D a partition P of A Q U(f,P) ´ L(f,P) ă ε .

Proof. “ñ” Let ε ą 0 be given. By the definition of infimum and supremum, there exist
partition P1 and P2 of A such that

ż

A

f(x) dx ´
ε

2
ă L(f,P2) and

ż

A

f(x) dx+
ε

2
ą U(f,P1) .

Let P be a common refinement of P1 and P2. Since f is Riemann integrable over A,
ż

A
f(x)dx =

ż

A
f(x)dx; thus Proposition 3.6 implies that

U(f,P) ´ L(f,P) ď U(f,P1) ´ L(f,P2)

ă

ż

A

f(x) dx+
ε

2
´

( ż
A

f(x) dx ´
ε

2

)
= ε .
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“ð” Let ε ą 0 be given. By assumption there exists a partition P of A such that U(f,P)´

L(f,P) ă ε. Then

0 ď

ż

A

f(x) dx ´

ż

A

f(x) dx ď U(f,P) ´ L(f,P) ă ε .

Since ε ą 0 is given arbitrary, we must have
ż

A
f(x)dx =

ż

A
f(x)dx; thus f is Riemann

integrable over A. ˝

Definition 3.10. Let P = t∆1,∆2, ¨ ¨ ¨ ,∆Nu be a partition of a bounded set A Ď Rn. A
collection of N points tξ1, ¨ ¨ ¨ , ξNu is called a sample set for the partition P if ξk P ∆k for
all k = 1, ¨ ¨ ¨ , N . Points in a sample set are called sample points for the partition P .

Let A Ď Rn be a bounded set, and f : A Ñ R be a bounded function. A Riemann
sum of f for the the partition P = t∆1,∆2, ¨ ¨ ¨ ,∆Nu of A is a sum which takes the form

N
ÿ

k=1

f
A

(ξi)νn(∆k) ,

where the set Ξ = tξ1, ξ2, ¨ ¨ ¨ , ξNu is a sample set for the partition P .

Theorem 3.11 (Darboux). Let A Ď Rn be a bounded set, and f : A Ñ R be a bounded
function with extension f

A given by (3.1). Then f is Riemann integrable over A if and only
if there exists I P R such that for every given ε ą 0, there exists δ ą 0 such that if P is a
partition of A satisfying }P} ă δ, then any Riemann sums for the partition P belongs to the
interval (I ´ ε, I + ε). In other words, f is Riemann integrable over A if and only if there
exists I P R such that for every given ε ą 0, there exists δ ą 0 such that

ˇ

ˇ

ˇ

N
ÿ

k=1

f
A

(ξk)ν(∆k) ´ I
ˇ

ˇ

ˇ
ă ε (3.2)

whenever P = t∆1, ¨ ¨ ¨ ,∆N

(

is a partition of A satisfying }P} ă δ and tξ1, ξ2, ¨ ¨ ¨ , ξNu is a
sample set for P.

Proof. The boundedness of A guarantees that A Ď
[

´
r

2
,
r

2

]n for some r ą 0. Let R =[
´
r

2
,
r

2

]n.

“ð” Suppose the right-hand side statement is true. Let ε ą 0 be given. Then there exists
δ ą 0 such that if P = t∆1, ¨ ¨ ¨ ,∆N

(

is a partition of A satisfying }P} ă δ, then for
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all sets of sample points tξ1, ¨ ¨ ¨ , ξNu for P , we must have

ˇ

ˇ

ˇ

N
ÿ

k=1

f
A

(ξk)ν(∆k) ´ I
ˇ

ˇ

ˇ
ă
ε

4
.

Let P = t∆1, ¨ ¨ ¨ ,∆N

(

be a partition of A with }P} ă δ. Choose two sample sets
tξ1, ¨ ¨ ¨ , ξNu and tη1, ¨ ¨ ¨ , ηNu for P such that

(a) sup
xP∆k

f
A

(x) ´
ε

4ν(R)
ă f

A

(ξk) ď sup
xP∆k

f
A

(x);

(b) inf
xP∆k

f
A

(x) +
ε

4ν(R)
ą f

A

(ηk) ě inf
xP∆k

f
A

(x).

Then

U(f,P) =
N
ÿ

k=1

sup
xP∆k

f
A

(x)ν(∆k) ă

N
ÿ

k=1

[
f
A

(ξk) +
ε

4ν(R)

]
ν(∆k)

=
N
ÿ

k=1

f
A

(ξk)ν(∆k) +
ε

4ν(R)

N
ÿ

k=1

ν(∆k) ă I + ε

4
+
ε

4
= I + ε

2

and

L(f,P) =
N
ÿ

k=1

inf
xP∆k

f
A

(x)ν(∆k) ą

N
ÿ

k=1

[
f
A

(ηk) ´
ε

4ν(R)

]
ν(∆k)

=
N
ÿ

k=1

f
A

(ηk)ν(∆k) ´
ε

4ν(R)

N
ÿ

k=1

ν(∆k) ą I ´
ε

4
´
ε

4
= I ´

ε

2
.

As a consequence, I ´
ε

2
ă L(f,P) ď U(f,P) ă I + ε

2
; thus U(f,P) ´ L(f,P) ă ε.

“ñ” Let I = (D)
ż

A
f(x)dx, and ε ą 0 be given. Since f is Darboux integrable on A, there

exists a partition P1 of A such that U(f,P1) ´ L(f,P1) ă
ε

2
. Suppose that P (i)

1 =
␣

y
(i)
0 , y

(i)
1 , ¨ ¨ ¨ , y

(i)
mi

(

for 1 ď i ď n. With M denoting the number m1 +m2 + ¨ ¨ ¨ +mn,
we define

δ =
ε

4rn´1(M + n)
(

sup fA(R) ´ inf fA(R) + 1
) .

Then δ ą 0.

Assume that P = t∆1,∆2, ¨ ¨ ¨ ,∆Nu is a given partition of A with }P} ă δ,
and Ξ = tξ1, ¨ ¨ ¨ , ξNu is a set satisfying that ξk P ∆k for all 1 ď k ď N . Let
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P 1 be the common refinement of P and P1. Write P 1 = t∆1
1,∆

1
2, ¨ ¨ ¨ ,∆1

N 1u and
∆k = ∆

(1)
k ˆ ∆

(2)
k ˆ ¨ ¨ ¨ ˆ ∆

(n)
k as well as ∆1

k = ∆
1(1)
k ˆ ∆

1(2)
k ˆ ¨ ¨ ¨ ˆ ∆

1(n)
k . By the

definition of the upper sum,

U(f,P) =
N
ÿ

k=1

sup
xP∆k

f
A

(x)ν(∆k)

=
ÿ

1ďkďN with
y
(i)
j

R∆
(i)
k

for all i, j

sup
xP∆k

f
A

(x)ν(∆k) +
ÿ

1ďkďN with
y
(i)
j

P∆
(i)
k

for some i, j

sup
xP∆k

f
A

(x)ν(∆k)

and similarly,

U(f,P 1) =
ÿ

1ďkďN 1 with
y
(i)
j

R∆
1(i)
k

for all i, j

sup
xP∆1

k

f
A

(x)ν(∆1
k) +

ÿ

1ďkďN 1 with
y
(i)
j

P∆
1(i)
k

for some i, j

sup
xP∆1

k

f
A

(x)ν(∆1
k) .

By the fact that ∆ 1
k P P if y(i)j R ∆

1(i)
k for all i, j and ∆k P P 1 if y(i)j R ∆

(i)
k for all i, j,

we must have
ÿ

1ďkďN 1 with
y
(i)
j

R∆
1(i)
k

for all i, j

sup
xP∆1

k

f
A

(x)ν(∆1
k) =

ÿ

1ďkďN with
y
(i)
j

R∆
(i)
k

for all i, j

sup
xP∆k

f
A

(x)ν(∆k)

and
ÿ

1ďkďN with
y
(i)
j

P∆
(i)
k

for some i, j

ν(∆k) =
ÿ

1ďkďN 1 with
y
(i)
j

P∆
1(i)
k

for some i, j

ν(∆1
k) .

The equalities above further imply that

U(f,P)´U(f,P 1) =
ÿ

1ďkďN with
y
(i)
j

P∆
(i)
k

for some i, j

sup
xP∆k

f
A

(x)ν(∆k)´
ÿ

1ďkďN 1 with
y
(i)
j

P∆
1(i)
k

for some i, j

sup
xP∆1

k

f
A

(x)ν(∆1
k)

ď
(

sup fA(R) ´ inf fA(R)
) ÿ

1ďkďN with
y
(i)
j

P∆
(i)
k

for some i, j

ν(∆k) .

Moreover, for each fixed i, j,
ď

1ďkďN

y
(i)
j

P∆
(i)
k

∆k Ď
[
´
r

2
,
r

2

]i´1
ˆ
[
y
(i)
j ´ δ, y

(i)
j + δ

]
ˆ
[
´
r

2
,
r

2

]n´i
;
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thus
ÿ

1ďkďN with
y
(i)
j

P∆
(i)
k

ν(∆k) ď 2δrn´1 @ 1 ď i ď n, 1 ď j ď mi .

Therefore,

U(f,P) ´ U(f,P 1)

ď
(

sup fA(R) ´ inf fA(R)
) n
ÿ

i=1

mi
ÿ

j=0

ÿ

1ďkďN with
y
(i)
j

P∆
(i)
k

ν(∆k)

ď
(

sup fA(R) ´ inf fA(R)
) n
ÿ

i=1

mi
ÿ

j=0

2δrn´1

ď 2δrn´1(m1 +m2 + ¨ ¨ ¨ +mn + n)
(

sup fA(R) ´ inf fR(A)
)

ă
ε

2
,

and the fact that U(f,P1) ´ L(f,P1) ă
ε

2
shows that

U(f,P) ´ I ď U(f,P) ´ I + U(f,P1) ´ U(f,P1)

ď U(f,P) ´ L(f,P1) + U(f,P1) ´ U(f,P 1) ă ε .

Therefore,
N
ÿ

k=1

f
A

(ξk)ν(∆k) ď U(f,P) ă I + ε .

Similar argument can be used to show that
N
ÿ

k=1

f
A

(ξk)ν(∆k) ě L(f,P) ą I ´ ε

which concludes the Theorem. ˝

Definition 3.12. A bounded set A Ď Rn is said to have volume if the constant function
f(x) = 1 for all x P A is Riemann integrable on A. The number

ż

A
1 dx is called the volume

of A and is denoted by ν(A). If ν(A) = 0, then A is said to have volume zero or be a set of
volume zero.

Remark 3.13. 1. For a set A Ď Rn, the characteristic function or indicator function of A,
denoted by 1A or χA, is given by

1A(x) =
"

1 if x P A ,

0 otherwise ,
Then a bounded set A has volume if and only if 1A is Riemann integrable on A.
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2. Having defined the indicator function, then for a bounded function f : A Ñ R with
bounded domain A, any given partition P of A we have fA = f1A; thus

U(f,P) =
ÿ

∆PP
sup
xP∆

(f1A)(x)ν(∆) and L(f,P) =
ÿ

∆PP
inf
xP∆

(f1A)(x)ν(∆) .

3.2 Properties of the Integrals

Proposition 3.14. Let A Ď Rn be bounded, and f, g : A Ñ R be bounded. Then

(a) If B Ď A, then
ż

A
(f1B)(x) dx =

ż

B
f(x) dx and

ż

A
(f1B)(x) dx =

ż

B
f(x) dx.

(b)
ż

A
f(x) dx+

ż

A
g(x) dx ď

ż

A
(f+g)(x) dx ď

ż

A
(f+g)(x) dx ď

ż

A
f(x) dx+

ż

A
g(x) dx.

(c) If c ě 0, then
ż

A
(cf)(x) dx = c

ż

A
f(x) dx and

ż

A
(cf)(x) dx = c

ż

A
f(x) dx. If c ă 0,

then
ż

A
(cf)(x) dx = c

ż

A
f(x) dx and

ż

A
(cf)(x) dx = c

ż

A
f(x) dx.

(d) If f ď g on A, then
ż

A
f(x) dx ď

ż

A
g(x) dx and

ż

A
f(x) dx ď

ż

A
g(x) dx.

(e) If A has volume zero, then f is Riemann integrable over A, and
ż

A
f(x) dx = 0.

Proof. We only prove (a), (b), (c) and (e) since (d) is trivial.

(a) Let ε ą 0 be given. By the definition of the lower integral, there exist partition PA of
A and PB of B such that

ż

A

(f1B)(x) dx ´ ε ă L(f1B,PA) =
ÿ

∆PPA

inf
xP∆

f1B
A

(x)ν(∆)

and
ż

B

f(x) dx ´
ε

2
ă L(f,PB) =

ÿ

∆PPB

inf
xP∆

f
B

(x)ν(∆) .

Let P 1
A be a refinement of PA such that some collection of rectangles in P 1

A forms a
partition of B. Denote this partition of B by P 1

B. Since inf
xP∆

f
B

(x) ď 0 if ∆ P P 1
AzP 1

B,
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Proposition 3.6 implies that
ż

A

(f1B)(x) dx ´ ε ă L(f1B,PA) ď L(f1B,P 1
A) =

ÿ

∆PP 1
A

inf
xP∆

f1B
A

(x)ν(∆)

=
(

ÿ

∆PP 1
AzP 1

B

+
ÿ

∆PP 1
B

)
inf
xP∆

f
B

(x)ν(∆)

ď
ÿ

∆PP 1
B

inf
xP∆

f
B

(x)ν(∆) = L(f,P 1
B) ď

ż

B

f(x) dx .

On the other hand, let rPA be a partition of A such that PB Ď rPA and
ÿ

∆P rPAzPB ,∆XB‰H

ν(∆) ď
ε

2(M + 1)
,

where M ą 0 is an upper bound of |f |. Then
ÿ

∆P rPAzPB ,∆XB‰H

inf
xP∆

f
B

(x)ν(∆) ě ´M
ÿ

∆P rPAzPB ,∆XB‰H

ν(∆) ě ´
ε

2

which further implies that
ż

A

(f1B)(x) dx ě L(f1B, rPA) =
ÿ

∆P rPA

inf
xP∆

f1B
A

(x)ν(∆)

=
(

ÿ

∆PPB

+
ÿ

∆P rPAzPB ,∆XB‰H

+
ÿ

∆P rPAzPB ,∆XB=H

)
inf
xP∆

f
B

(x)ν(∆)

= L(f,PB) +
ÿ

∆P rPAzPB ,∆XB‰H

inf
xP∆

f
B

(x)ν(∆) ą

ż

B

f(x) dx ´ ε .

Therefore, we establish that
ż

B

f(x) dx ´ ε ă

ż

A

(f1B)(x) dx ă

ż

B

f(x) dx+ ε .

Since ε ą 0 is given arbitrarily, we conclude that
ż

A
(f1B)(x) dx =

ż

B
f(x) dx. Similar

argument can be applied to conclude that
ż

A
(f1B)(x) dx =

ż

B
f(x) dx.

(b) Let ε ą 0 be given. By the definition of the lower integral, there exist partitions P1

and P2 of A such that
ż

A

f(x) dx ´
ε

2
ă L(f,P1) and

ż

A

g(x) dx ´
ε

2
ă L(g,P2) .
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Let P be a common refinement of P1 and P2. Then
ż

A

f(x) dx +

ż

A

g(x) dx ´ ε ă L(f,P1) + L(f,P2) ď L(f,P) + L(g,P)

=
ÿ

∆PP
inf
xP∆

f(x)ν(∆) +
ÿ

∆PP
inf
xP∆

g(x)ν(∆)

ď
ÿ

∆PP
inf
xP∆

(f + g)(x)ν(∆) = L(f + g,P) ď

ż

A

(f + g)(x) dx .

Since ε ą 0 is given arbitrarily, we conclude that
ż

A

f(x) dx+

ż

A

g(x) dx ď

ż

A

(f + g)(x) dx .

Similarly, we have
ż

A
(f + g)(x) dx ď

ż

A
f(x) dx +

ż

A
g(x) dx; thus (b) is established.

(c) It suffices to show the case c = ´1. Let ε ą 0 be given. Then there exist partitions
P1 and P2 of A such that

ż

A

´f(x) dx ´ ε ă L(´f,P1) and U(f,P2) ă

ż

A

f(x) dx+ ε .

Let P be the common refinement of P1 and P2. Then
ż

A

´f(x) dx ´ ε ă L(´f,P1) ď L(´f,P) ď

ż

A

´f(x) dx

and
ż

A

f(x) dx ď U(f,P) ď U(f,P2) ă

ż

A

f(x) dx+ ε .

By the fact that

L(´f,P) =
ÿ

∆PP
inf
xP∆

(´f)
A

(x)ν(∆) = ´
ÿ

∆PP
sup
xP∆

f
A

(x)ν(∆) = ´U(f,P) ,

we find that
ż

A

´f(x) dx ´ ε ă L(´f,P) = ´U(f,P) ď ´

ż

A

f(x) dx

and
ż

A

´f(x) dx ě L(´f,P) = ´U(f,P) ą ´

ż

A

f(x) dx ´ ε .

Therefore,
ż

A

´f(x) dx ´ ε ă ´

ż

A

f(x) dx ă

ż

A

´f(x) dx+ ε .

Since ε ą 0 is given arbitrarily, we conclude (c).
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(e) Since f is bounded on A, there exist M ą 0 such that ´M ď f(x) ď M for all x P A.

Therefore, ´1A ď
f

M
ď 1A on A; thus (c) and (d) imply that

0 =

ż

A

1A(x) dx =

ż

A

1A(x) dx ě

ż

A

f(x)

M
dx =

1

M

ż

A

f(x) dx

which implies that
ż

A
f(x) dx ď 0. Similarly,

ż

A
´f(x) dx ď 0 which further implies

that
ż

A
f(x) dx ě 0. Therefore, by Corollary 3.8 we conclude that

0 ď

ż

A

f(x) dx ď

ż

A

f(x) dx ď 0

which implies that f is Riemann integrable over A and
ż

A
f(x) dx = 0. ˝

Remark 3.15. 1. Let A Ď Rn be bounded, and f : A Ñ R be bounded. Then (a) of
Proposition 3.14 shows that if B Ď A, then f is Riemann integrable on B if and only
if f1B is Riemann integrable on A.

2. Let A Ď Rn be bounded and f, g : A Ñ R be bounded. Then (b) of Proposition 3.14
also implies that
ż

A

(f´g)(x) dx ď

ż

A

f(x) dx´

ż

A

g(x) dx and
ż

A

f(x) dx´

ż

A

g(x) dx ď

ż

A

(f´g)(x) dx .

Corollary 3.16. Let A,B Ď Rn be bounded such that A X B has volume zero, and f :

A Y B Ñ R be bounded. Then
ż

A

f(x) dx+

ż

B

f(x) dx ď

ż

AYB

f(x) dx ď

ż

AYB

f(x) dx ď

ż

A

f(x) dx+

ż

B

f(x) dx .

Proof. Note that f1A+ f1B = f1AYB+ f1AXB on AYB. Therefore, (a), (b) of Proposition
3.14 and Remark 3.15 implies that
ż

A

f(x) dx+

ż

B

f(x) dx =

ż

AYB

(f1A)(x) dx+
ż

AYB

(f1B)(x) dxď

ż

AYB

(f1A+f1B)(x) dx

=

ż

AYB

(
f1AYB ´ (´f1AXB)

)
(x) dx

ď

ż

AYB

f1AYB(x) dx ´

ż

AYB

(´f1AXB)(x) dx

=

ż

AYB

f(x) dx ´

ż

AXB

(´f)(x) dx
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which, with the help of Proposition 3.14 (e), further implies that
ż

A

f(x) dx+

ż

B

f(x) dx ď

ż

AYB

f(x) dx .

The case of the upper integral can be proved in a similar fashion. ˝

Having established Proposition 3.14, it is easy to see the following theorem (except (c)).
The proof is left as an exercise.

Theorem 3.17. Let A Ď Rn be bounded, c P R, and f, g : A Ñ R be Riemann integrable.
Then

(a) f ˘ g is Riemann integrable, and
ż

A
(f ˘ g)(x) dx =

ż

A
f(x) dx ˘

ż

A
g(x) dx.

(b) cf is Riemann integrable, and
ż

A
(cf)(x) dx = c

ż

A
f(x) dx.

(c) |f | is Riemann integrable, and
ˇ

ˇ

ˇ

ż

A
f(x) dx

ˇ

ˇ

ˇ
ď

ż

A
|f(x)|dx.

(d) If f ď g, then
ż

A
f(x) dx ď

ż

A
g(x) dx.

(e) If A has volume and |f | ď M , then
ˇ

ˇ

ˇ

ż

A
f(x) dx

ˇ

ˇ

ˇ
ď Mν(A).

Definition 3.18. Let A Ď Rn be a set and f : A Ñ R be a function. For B Ď A, the
restriction of f to B is the function f

ˇ

ˇ

B
: A Ñ R given by f |B = f1B. In other words,

f
ˇ

ˇ

B
(x) =

"

f(x) if x P B ,

0 if x P AzB .

The following two theorems are direct consequences of (a) of Proposition 3.14 and Corol-
lary 3.16.

Theorem 3.19. Let A,B Ď Rn be bounded, B Ď A, and f : A Ñ R be a bounded function.
Then f is Riemann integrable over B if and only if f |B is Riemann integrable over A. In
either cases,

ż

A

f
ˇ

ˇ

B
(x) dx =

ż

B

f(x) dx .

Theorem 3.20. Let A,B be bounded subsets of Rn be such that AXB has volume zero, and
f : A Y B Ñ R be bounded such that f

ˇ

ˇ

A
and f

ˇ

ˇ

B
are all Riemann integrable over A Y B.

Then f is Riemann integrable over A Y B, and
ż

AYB

f(x) dx =

ż

A

f(x) dx+

ż

B

f(x) dx .
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3.3 Integrability for Almost Continuous Functions
Lemma 3.21. Let A Ď Rn be a bounded set of volume zero. If B Ď A, then B has volume
zero.

Proof. By (a), (d) and (e) of Proposition 3.14,

0 =

ż

A

1B(x) dx =

ż

A

1B(x) dx =

ż

B

1B(x) dx

and
0 =

ż

A

1B(x) dx =

ż

A

1B(x) dx =

ż

B

1B(x) dx .

Therefore,
ż

B
1B(x) dx = 0 which implies that B has volume zero. ˝

Lemma 3.22. Let A1, ¨ ¨ ¨ , Ak Ď Rn be bounded sets of volume zero. Then
k
Ť

j=1

Aj has volume
zero.

Proof. It suffices to prove the case for k = 2. Suppose that A1 and A2 are bounded sets
of volume zero, and A = A1 Y A2. By Lemma 3.21, A1 X A2 has volume zero; thus (e) of
Proposition 3.14 and Corollary 3.16 imply that

ż

A

1A(x) dx =

ż

A1YA2

1A(x) dx ě

ż

A1

1A(x) dx+
ż

A2

1A(x) dx = 0

and
ż

A

1A(x) dx =

ż

A1YA2

1A(x) dx ď

ż

A1

1A(x) dx+
ż

A2

1A(x) dx = 0 .

Therefore,
ż

A
1A(x) dx = 0 which implies that A has volume zero. ˝

Theorem 3.23. Let A Ď Rn be a bounded set such that BA has volume zero, and f : A Ñ R
be a bounded function. If f is continuous except perhaps on a set of volume zero, then f is
Riemann integrable over A.

Proof. Let R be a closed cube such that A Ď R and BAXBR = H. We show that fA = f1A
is Riemann integrable over R and by (a) of Proposition 3.14, we then obtain that

ż

A

f(x) dx =

ż

R

(f1A)(x) dx =

ż

R

(f1A)(x) dx =

ż

R

(f1A)(x) dx =

ż

A

f(x) dx
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which implies that f is Riemann integrable over A.
Let ε ą 0 be given. Suppose that the collection of discontinuities of f is D, and

B = BA Y D. Since BA and D has volume zero, Lemma 3.22 implies that B has volume
zero; thus (a) of Proposition 3.14 then implies (with B Ď R in mind) that

ż

R

1B(x) dx =

ż

B

1B(x) dx = 0 and
ż

R

1B(x) dx =

ż

B

1B(x) dx = 0 .

Therefore,
ż

R
1B(x) dx = 0, so there exists a partition P1 of R such that

ÿ

∆PP1,∆XB‰H

ν(∆) = U(1B,P1) ă
ε

2
[

sup fA(R) ´ inf fA(R) + 1
] .

Let U ” int
(

ď

∆PP1,∆XB‰H

∆
)
. Then B Ď U . Since the discontinuity of fA is a subset of

B, fA : R X U A Ñ R is continuous. Since R X U A is closed and bounded, fA is uniformly
continuous; thus there exists δ ą 0 such that

ˇ

ˇf
A

(x1) ´ f
A

(x2)
ˇ

ˇ ă
ε

2ν(R)
if x1, x2 P R X U A and }x1 ´ x2} ă δ .

Let P be a refinement of P1 such that }P} ă δ, and define two classes C1, C2 of
rectangles in P by C1 =

␣

∆1 P P
ˇ

ˇ∆1 Ę ∆ for all ∆ P P1 satisfying ∆ X B ‰ H
(

and C2 =
␣

∆1 P P
ˇ

ˇ∆1 R C1

(

. Then if ∆1 P C1, then ∆1 Ď RzU A; thus

U(f
A

,P) ´ L(f
A

,P) =
ÿ

∆1PP

[
sup
xP∆1

(f
A1R)(x) ´ inf

xP∆1
(f

A1R)(x)
]
ν(∆1)

=
(

ÿ

∆1PC1

+
ÿ

∆1PC2

)[
sup
xP∆1

f
A

(x) ´ inf
xP∆1

f
A

(x)
]
ν(∆1)

ď
ε

2ν(R)

ÿ

∆1PC1

ν(∆1) +
[

sup fA(R) ´ inf fA(R)
]

ÿ

∆1PC2

ν(∆1)

=
ε

2ν(R)
ν(R) +

[
sup fA(R) ´ inf fA(R)

]
ÿ

∆PP1 ,∆XB‰H

ν(∆)

ă
ε

2
+

[
sup fA(R) ´ inf fA(R)

]
ε

2
[

sup fA(R) ´ inf fA(R) + 1
] ă ε ,

and we conclude that f is Riemann integrable over A by Riemann’s condition. ˝
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3.4 The Fubini theorem

If f : [a, b] Ñ R is continuous, the fundamental theorem of Calculus can be applied to
computed the integral of f over [a, b]. In the following two sections, we focus on how the
integral of f over A Ď Rn, where n ě 2, can be computed if the integral exists.

Definition 3.24. Let A Ď Rn and B Ď Rm be bounded sets, S = AˆB be a product set in
Rn+m, and f : S Ñ R be bounded. For each fixed x P A, the lower integral of the function
f(x, ¨) : B Ñ R is denoted by

ż

B
f(x, y) dy, and the upper integral of f(x, ¨) : B Ñ R is

denoted by
ż

B
f(x, y) dy. If for each x P A the upper integral and the lower integral of

f(x, ¨) : B Ñ R are the same, we simply write
ż

B
f(x, y) dy for the integrals of f(x, ¨) over

B. The integrals
ż

A
f(x, y) dx,

ż

A
f(x, y) dx and

ż

A
f(x, y) dx are defined in a similar way.

Theorem 3.25 (Fubini’s Theorem). Let A Ď Rn and B Ď Rm be bounded sets, and f :

A ˆ B Ñ R be bounded. For x P Rn and y P Rm, write z = (x, y). Then

ż

AˆB

f(z) dz ď

ż

A

( ż
B

f(x, y)dy
)
dx ď

ż

A

( ż
B

f(x, y)dy
)
dx ď

ż

AˆB

f(z) dz (3.3)

and
ż

AˆB

f(z) dz ď

ż

B

( ż
A

f(x, y)dx
)
dy ď

ż

B

( ż
A

f(x, y)dx
)
dy ď

ż

AˆB

f(z) dz . (3.4)

In particular, if f : A ˆ B Ñ R is Riemann integrable, then

ż

AˆB

f(z) dz =

ż

A

( ż
B

f(x, y)dy
)
dx =

ż

A

( ż
B

f(x, y)dy
)
dx

=

ż

B

( ż
A

f(x, y)dx
)
dy =

ż

B

( ż
A

f(x, y)dx
)
dy .

Proof. It suffices to prove (3.3). Let ε ą 0 be given. Choose a partition P of A ˆ B such
that L(f,P) ą

ż

AˆB
f(z) dz ´ ε. Since P is a partition of A ˆ B, there exist partition Px

of A and partition Py of B such that P =
␣

∆ = R ˆ S
ˇ

ˇR P Px, S P Py
(

. By Proposition
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3.14 and Corollary 3.16, we find that
ż

A

( ż
B

f(x, y) dy
)
dx =

ż

Ť

RPPxR

1A(x)
( ż

Ť

SPPyS

f(x, y)1B(y) dy
)
dx

ě
ÿ

R PPx

ż

R

(
ÿ

S PPy

ż

S

f
AˆB

(x, y) dy
)
dx

ě
ÿ

R PPx

ÿ

S PPy

ż

R

( ż
S

f
AˆB

(x, y) dy
)
dx

ě
ÿ

R PPx,S PPy

inf
(x,y)PRˆS

f
AˆB

(x, y)νm(S)νn(R)

=
ÿ

∆PP
inf

(x,y)P∆
f
AˆB

(x, y)νn+m(∆) = L(f,P) ą

ż

AˆB

f(z)dz ´ ε .

Since ε ą 0 is given arbitrarily, we conclude that
ż

AˆB

f(z) dz ď

ż

B

( ż
A

f(x, y)dx
)
dy .

Similarly,
ż

A

( ż

B
f(x, y)dy

)
dx ď

ż

AˆB
f(z) dz; thus (3.3) is concluded. ˝

Corollary 3.26. Let S Ď Rn be a closed and bounded set such that BS has volume zero,
φ1, φ2 : S Ñ R be continuous maps such that φ1(x) ď φ2(x) for all x P S, A =

␣

(x, y) P

Rn ˆ R
ˇ

ˇx P S, φ1(x) ď y ď φ2(x)
(

, and f : A Ñ R be continuous. Then f is Riemann
integrable over A, and

ż

A

f(x, y) d(x, y) =

ż

S

( ż φ2(x)

φ1(x)

f(x, y) dy
)
dx . (3.5)

Proof. To establish that f is Riemann integrable over A, by Theorem 3.23 it suffices to show
that BA has volume zero. Let m = min

xPS
φ1(x) and M = max

xPS
φ2(x). Since

BA Ď
␣

(x, φ1(x))
ˇ

ˇx P S
(

Y
␣

(x, φ2(x))
ˇ

ˇx P S
(

Y
(
BS ˆ [m,M ]) ,

to see BA has volume zero it suffices to show that BS ˆ [m,M ],
␣

(x, φ1(x))
ˇ

ˇx P S
(

and
␣

(x, φ2(x))
ˇ

ˇx P S
(

have volume zero because of Lemma 3.21 and 3.22. Note that Theorem
3.23 implies that φ1 is Riemann integrable over S; thus for a given ε ą 0 there exists
partition P of S such that

U(φ1,P) ´ L(φ1,P) ă ε .
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Let B =
Ť

∆PP,∆XS‰H

∆ ˆ
[

infxP∆ φ1
S(x), supxP∆ φ1

S(x)
]
. Then C ”

␣

(x, φ1(x))
ˇ

ˇx P S
(

Ď B

and

0 ď

ż

C

1C(z) dz ď

ż

B

1B(z) dz ď
ÿ

∆PP,∆XS‰H

(
sup
xP∆

φ1
S(x) ´ inf

xP∆
φ1

S(x)
)

ˆ νn(∆)

ď U(φ1,P) ´ L(φ1,P) ă ε .

Therefore, C =
␣

(x, φ1(x))
ˇ

ˇx P S
(

has volume zero and similarly,
␣

(x, φ2(x))
ˇ

ˇx P S
(

has
volume zero.

Now we show that BS ˆ [m,M ] has volume zero. Since BS has volume zero in Rn, for a
given ε ą 0 there exists a partition P of BS such that

U(1S,P) ă
ε

M ´ m+ 1
.

Then BS ˆ [m,M ] Ď
Ť

∆PP,∆XBS‰H

∆ ˆ [m,M ], and as above

ż

BSˆ[m,M ]

1BSˆ[m,M ](z) dz ď
ÿ

∆PP,∆XBS‰H

νn(∆) ˆ (M ´ m) ď (M ´ m)U(1S,P) ă ε .

Therefore, BS ˆ [m,M ] has volume zero; thus we establish that f is Riemann integrable
over A.

Next we prove (3.5). Note that A Ď S ˆ [m,M ]; thus Theorem 3.20 and the Fubini
Theorem imply that

ż

A

f(x, y) d(x, y) =

ż

Sˆ[m,M ]

f
A

(x, y) d(x, y) =

ż

S

( ż M

m

f
A

(x, y) dy
)
dx

=

ż

S

( ż M

m

f
A

(x, y) dy
)
dx .

Noting that [m,M ] has a boundary of volume zero in R, and for each x P S, fA(x, ¨) is
continuous except perhaps at y = φ1(x) and y = φ2(x), Theorem 3.23 implies that fA(x, ¨)

is Riemann integrable over [m,M ] for each x P S; thus
ż M

m
f
A

(x, y) dy =
ż M

m
f
A

(x, y) dy

which further implies that
ż

A

f(x, y) d(x, y) =

ż

S

( ż M

m

f
A

(x, y) dy
)
dx . (3.6)
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For each fixed x P S, let Ax =
␣

y P R
ˇ

ˇφ1(x) ď y ď φ2(x)
(

. Then f
A

(x, y) = f(x, y)1Ax(y)
for all (x, y) P Sˆ [m,M ] or equivalently, fA(x, ¨) = f(x, ¨)|Ax for all x P S; thus Proposition
3.14 (a) implies that

ż M

m

f
A

(x, y) dy =

ż

Ax

f(x, y) dy =

ż φ2(x)

φ1(x)

f(x, y) dy @x P S . (3.7)

Combining (3.6) and (3.7), we conclude (3.5). ˝

Example 3.27. Let A =
␣

(x, y) P R2
ˇ

ˇ 0 ď x ď 1, x ď y ď 1
(

, and f : A Ñ R be given by
f(x, y) = xy. Then Corollary 3.26 implies that

ż

A

f(x, y) dA =

ż 1

0

( ż 1

x

xy dy
)
dx =

ż 1

0

xy2

2

ˇ

ˇ

ˇ

y=1

y=x
dx =

ż 1

0

(x
2

´
x3

2

)
dx =

1

4
´

1

8
=

1

8
.

On the other hand, since A =
␣

(x, y) P R2
ˇ

ˇ 0 ď y ď 1, 0 ď x ď y
(

, we can also evaluate the
integral of f over A by

ż

A

xy dA =

ż 1

0

( ż y

0

xy dx
)
dy =

ż 1

0

x2y

2

ˇ

ˇ

ˇ

x=y

x=0
dy =

ż 1

0

y3

2
dy =

1

8
.

Example 3.28. Let A =
␣

(x, y) P R2
ˇ

ˇ 0 ď x ď 1,
?
x ď y ď 1

(

, and f : A Ñ R be given by
f(x, y) = ey

3 . Then Corollary 3.26 implies that
ż

A

f(x, y) dA =

ż 1

0

( ż 1

?
x

ey
3

dy
)
dx .

Since we do not know how to compute the inner integral, we look for another way of finding
the integral. Observing that A =

␣

(x, y) P R2
ˇ

ˇ 0 ď y ď 1, 0 ď x ď y2
(

, we have
ż

A

f(x, y) dA =

ż 1

0

( ż y2

0

ey
3

dx
)
dy =

ż 1

0

y2ey
3

dy =
1

3
ey

3
ˇ

ˇ

ˇ

y=1

y=0
=
e ´ 1

3
.

Example 3.29. Let A Ď R3 be the set
␣

(x1, x2, x3) P R3
ˇ

ˇx1 ě 0, x2 ě 0, x3 ě 0, and x1 +

x2 + x3 ď 1
(

, and f : A Ñ R be given by f(x1, x2, x3) = (x1 + x2 + x3)
2. Let S =

[0, 1] ˆ [0, 1] ˆ [0, 1], and f : R3 Ñ R be the extension of f by zero outside A. Then
Theorem 3.23 implies that f is Riemann integrable. Write px1 = (x2, x3), px2 = (x1, x3) and
px3 = (x1, x2). Theorem 3.20 implies that

ż

A

f(x)dx =

ż

S

f(x)dx ,
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and Theorem 3.25 implies that
ż

S

f(x)dx =

ż

[0,1]

( ż
[0,1]ˆ[0,1]

f(px3, x3)dpx3

)
dx3 .

Let Ax3 =
␣

(x1, x2) P R2
ˇ

ˇx1 ě 0, x2 ě 0, x1 + x2 ď 1 ´ x3
(

. Then for each x3 P [0, 1],
ż

[0,1]ˆ[0,1]

f(px3, x3)dpx3 =

ż

Ax3

f(px3, x3)dpx3 =

ż 1´x3

0

( ż 1´x3´x2

0

f(x1, x2, x3)dx1

)
dx2 .

Computing the iterated integral, we find that
ż

A

f(x)dx =

ż 1

0

[ ż 1´x3

0

( ż 1´x3´x2

0

(x1 + x2 + x3)
2dx1

)
dx2

]
dx3

=

ż 1

0

[ ż 1´x3

0

(x1 + x2 + x3)
3

3

ˇ

ˇ

ˇ

x1=1´x3´x2

x1=0
dx2

]
dx3

=

ż 1

0

[ ż 1´x3

0

(1
3

´
(x2 + x3)

3

3

)
dx2

]
dx3

=

ż 1

0

(1
4

´
x3
3

+
x43
12

)
dx3 =

1

4
´

1

6
+

1

60
=

15 ´ 10 + 1

60
=

1

10
.

Example 3.30. In this example we compute the volume ωn of the n-dimensional unit ball.
By the Fubini theorem,

ωn =

ż 1

´1

ż

?
1´x21

´
?

1´x21

¨ ¨ ¨

ż

?
1´x21´¨¨¨´x2n´1

´
?

1´x21´¨¨¨´x2n´1

dxn ¨ ¨ ¨ dx1 .

Note that the integral
ż

?
1´x21

´
?

1´x21

¨ ¨ ¨

ż

?
1´x21´¨¨¨´x2n´1

´
?

1´x21´¨¨¨´x2n´1

dxn ¨ ¨ ¨ dx2 is in fact ωn´1(1 ´ x21)
n´1
2 , the

volume of (n ´ 1)-dimensional ball of radius
a

1 ´ x21; thus

ωn =

ż 1

´1

ωn´1(1 ´ x2)
n´1
2 dx = 2ωn´1

ż π
2

0

cosn θ dθ . (3.8)

Integrating by parts,
ż π

2

0

cosn θ dθ =

ż π
2

0

cosn´1 θ d(sin θ) = cosn´1 θ sin θ
ˇ

ˇ

ˇ

θ=π
2

θ=0
+ (n ´ 1)

ż π
2

0

cosn´2 θ sin2 θ dθ

= (n ´ 1)

ż π
2

0

cosn´2 θ(1 ´ cos2 θ) dθ
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which implies that
ż π

2

0

cosn θ dθ =
n ´ 1

n

ż π
2

0

cosn´2 θ dθ .

As a consequence,

ż π
2

0

cosn θ dθ =

$

’

’

&

’

’

%

(n ´ 1)(n ´ 3) ¨ ¨ ¨ 2

n(n ´ 2) ¨ ¨ ¨ 3

ż π
2

0
cos θ dθ if n is odd ,

(n ´ 1)(n ´ 3) ¨ ¨ ¨ 1

n(n ´ 2) ¨ ¨ ¨ 2

ż π
2

0
dθ if n is even ,

and the recursive formula (3.8) implies that ωn =
2ωn´2

n
π . Further computations shows

that

ωn =

$

’

’

’

&

’

’

’

%

(2π)
n´1
2

n(n ´ 2) ¨ ¨ ¨ 3
ω1 if n is odd ,

(2π)
n´2
2

n(n ´ 2) ¨ ¨ ¨ 4
ω2 if n is even .

Let Γ be the Gamma function defined by Γ(t) =
ż 8

0
xt´1e´x dx for t ą 0. Then Γ(x+ 1) =

xΓ(x) for all x ą 0, Γ(1) = 1 and Γ
(1
2

)
=

?
π. By the fact that ω1 = 2 and ω2 = π, we can

express ωn as

ωn =
π

n
2

Γ
(n+2

2

) .
3.5 The Change of Variables Formula

Fubini theorem can be used to find the integral of a (Riemann integrable) function over a
rectangular domain if the iterated integrals can be evaluated. However, like the integral of
a function of one variable, in many cases we need to make use of several change of variables
in order to transform the integral to another integral that is easier to be evaluated. In this
section, we establish the change of variables formula for the integral of functions of several
variables.

Theorem 3.31 (Change of Variables Formula). Let U Ď Rn be an open set with volume,
and ψ : U Ñ Rn be an one-to-one C 1-mapping with C 1-inverse; that is, ψ´1 : ψ(U) Ñ U
is also continuously differentiable. Assume that the Jacobian of ψ, J = det([Dψ]), does not
vanish in U . If f : ψ(U) Ñ R is Riemann integrable, then (f ˝ ψ)J is Riemann integrable



Copy
rig

ht
Prot

ect
ed

90

over U , and

ż

ψ(U)

f(y) dy =

ż

U
(f ˝ ψ)(x)

ˇ

ˇJ(x)
ˇ

ˇ dx =

ż

U
(f ˝ ψ)(x)

ˇ

ˇ

ˇ

B (ψ1, ¨ ¨ ¨ , ψn)

B (x1, ¨ ¨ ¨ , xn)

ˇ

ˇ

ˇ
dx .

The proof of Theorem 3.31 is very lengthy and requires a bit more knowledge about the
integration, so we only present the proof of a much simpler case.

Theorem 3.32. Let D Ď Rn be an open rectangle, and ψ : Rn Ñ Rn be an one-to-one C 2

mapping such that ψ = Id outside B(0, r) for some r ą 0; that is, ψ(x) = x if |x| ě r.
Assume that the Jacobian of ψ, J = det(∇ψ), does not vanish in Rn. If f : D Ñ R is of
class C 1 and is compactly supported in D; that is, cl

(␣
x P D

ˇ

ˇ f(x) ‰ 0
()

Ď D , then

ż

D
f(y) dy =

ż

ψ´1(D)

(f ˝ ψ)(x)J(x) dx .

Proof. W.L.O.G. we can assume that D = [´R,R]n is a cube and B(0, r)ĂĂD (or equiva-
lently, 0 ă r ă R). Then ψ´1(D) = D since ψ = Id outside B(0, R). Define

g(y1, ¨ ¨ ¨ , yn) =

ż y1

´R

f(z, y2, ¨ ¨ ¨ , yn) dz ,

and M =


[D(g ˝ ψ)]
[Dψ2]
[Dψ3]

...
[Dψn]

. By the property of determinants and the chain rule, we find that

det(M) = det
(


n
ř

j=1

( Bg

Byj
˝ ψ

)Bψj
Bx1

n
ř

j=1

( Bg

Byj
˝ ψ

)Bψj
Bx2

¨ ¨ ¨
n
ř

j=1

( Bg

Byj
˝ ψ

)Bψj
Bxn

Bψ2

Bx1

Bψ2

Bx2
¨ ¨ ¨

Bψ2

Bxn
... ... . . . ...

Bψn
Bx1

Bψn
Bx2

¨ ¨ ¨
Bψn
Bxn


)
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= det
(


( Bg

By1
˝ ψ

)Bψ1

Bx1

( Bg

By1
˝ ψ

)Bψ1

Bx2
¨ ¨ ¨

( Bg

By1
˝ ψ

)Bψ1

Bxn
Bψ2

Bx1

Bψ2

Bx2
¨ ¨ ¨

Bψ2

Bxn
... ... . . . ...

Bψn
Bx1

Bψn
Bx2

¨ ¨ ¨
Bψn
Bxn


)

=
( Bg

By1
˝ ψ

)
det

(


Bψ1

Bx1

Bψ1

Bx2
¨ ¨ ¨

Bψ1

Bxn
... ... . . . ...

Bψn
Bx1

Bψn
Bx2

¨ ¨ ¨
Bψn
Bxn


)
= (f ˝ ψ)J .

On the other hand, letting A = (Dψ)´1, then

Adj(M)j1 = (´1)1+j det
(
M(p1,pj)

)
= Adj([Dψ])j1 = JAj

1 .

Computing the determinant by expanding along the first row, we obtain that

det(M) =
n
ÿ

j=1

M1jAdj(M)j1 =
n
ÿ

j=1

B (g ˝ ψ)

Bxj
JAj

1 ;

thus we conclude the identity

(f ˝ ψ)J =
n
ÿ

j=1

B (g ˝ ψ)

Bxj
JAj

1 .

Therefore, with xdxj denoting dx1 ¨ ¨ ¨ dxj´1dxj+1 ¨ ¨ ¨ dxn, the Fubini theorem and the Piola
identity imply that

ż

D

[
(f ˝ ψ)J

]
(x) dx =

n
ÿ

j=1

ż R

´R

ż R

´R

¨ ¨ ¨

ż R

´R

B (g ˝ ψ)

Bxj
JAj

1 dxj
xdxj

=
n
ÿ

j=1

ż R

´R

ż R

´R

¨ ¨ ¨

ż R

´R

[
(g ˝ ψ)JAj

1

]ˇ
ˇ

ˇ

xj=R

xj=´R

xdxj .

Since ψ = Id outside B(0, r), we find that J = 1 and Aj
1 = δ1j on BD; thus by the definition

of g,
ż

D

[
(f ˝ ψ)J

]
(x) dx =

ż R

´R

ż R

´R

¨ ¨ ¨

ż R

´R

g(R, x2, ¨ ¨ ¨ , xn)ydx1 =

ż

D
f(x) dx . ˝
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Example 3.33. Suppose that f : [0, 1] Ñ R is Riemann integrable and
ż 1

0
(1´x)f(x) dx =

5. We would like to evaluate the iterated integral
ż 1

0

ż x

0
f(x ´ y) dydx.

It is nature to consider the change of variables (u, v) = (x ´ y, x) or (u, v) = (x ´ y, y).
Suppose the later case. Then (x, y) = g(u, v) = (u+ v, v); thus

Jg(u, v) =
ˇ

ˇ

ˇ

ˇ

1 1
0 1

ˇ

ˇ

ˇ

ˇ

= 1 .

Moreover, the region of integration is the triangle A with vertices (0, 0), (1, 0), (1, 1), and
three sides y = 0, x = 1, x = y correspond to u = 0, u + v = 1 and v = 0. Therefore, if
E denotes the triangle enclosed by u = 0, v = 0 and u + v = 1 on the (u, v)-plane, then
g(E) = A, and

ż 1

0

ż x

0

f(x ´ y) dydx =

ż

A

f(x ´ y) d(x, y) =

ż

g(E)

f(x ´ y) d(x, y)

=

ż

E

f
(
g1(u, v) ´ g2(u, v)

)
|Jg(u, v)| d(u, v) =

ż 1

0

ż 1´u

0

f(u) dvdu

=

ż 1

0

(1 ´ u)f(u) du = 5 .

Example 3.34. Let A be the triangular region with vertices (0, 0), (4, 0), (4, 2), and f :

A Ñ R be given by
f(x, y) = y

a

x ´ 2y .

Let (u, v) = (x, x ´ 2y). Then (x, y) = g(u, v) =
(
u,
u´ v

2

)
; thus

Jg(u, v) =
ˇ

ˇ

ˇ

ˇ

ˇ

1 0
1

2
´
1

2

ˇ

ˇ

ˇ

ˇ

ˇ

= ´
1

2
.

Define E as the triangle with vertices (0, 0), (4, 0), (4, 4). Then A = g(E).

E

u

v

g

A
x

y

Figure 3.2: The image of E under g
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Therefore,

ż

A

f(x, y) d(x, y) =

ż

g(E)

f(x, y) d(x, y) =
1

2

ż

E

f
(
g(u, v)

)
d(u, v)

=
1

4

ż 4

0

ż u

0

(u ´ v)
?
v dvdu =

1

4

ż 4

0

[2
3
uv

3
2 ´

2

5
v

5
2

]ˇ
ˇ

ˇ

v=u

v=0
du

=
1

4

ż 4

0

(2
3

´
2

5

)
u

5
2 du =

1

15
ˆ

2

7
u

7
2

ˇ

ˇ

ˇ

u=4

u=0
=

256

105
.

Example 3.35. Let A be the region in the first quadrant of the plane bounded by the
curves xy ´ x+ y = 0 and x ´ y = 1, and f : A Ñ R be given by

f(x, y) = x2y2(x+ y)e´(x´y)2 .

We would like to evaluate the integral
ż

A
f(x, y) d(x, y).

Let (u, v) = (xy ´ x + y, x ´ y). Unlike the previous two examples we do not want
to solve for (x, y) in terms of (u, v) but still assume that (x, y) = g(u, v). By the inverse
function theorem,

Jg(u, v)
ˇ

ˇ

ˇ

(u,v)=g´1(x,y)
=

(
B (u, v)

B (x, y)

)´1

=

ˇ

ˇ

ˇ

ˇ

y ´ 1 x+ 1
1 ´1

ˇ

ˇ

ˇ

ˇ

´1

=
1

´y + 1 ´ x ´ 1
= ´

1

x+ y
.

Moreover, the curve xy ´ x + y = 0 corresponds to u = 0, while the lines x ´ y = 1 and
y = 0 correspond to v = 1 and u + v = 0, respectively; thus if E is the region enclosed by
u = 0, v = 1 and u+ v = 0, then A = g(E).

E

u

v

g

A
x

y

Figure 3.3: The image of E under g
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Therefore,
ż

A

f(x, y)d(x, y) =

ż

g(E)

f(x, y) d(x, y) =

ż

E

(f ˝ g)(u, v)|Jg(u, v)| d(u, v)

=

ż 1

0

ż 0

´v

(u+ v)2e´v2 dudv =
1

3

ż 1

0

v3e´v2 dv

=
1

6

ż 1

0

we´w dw = ´
1

6
(w + 1)e´w

ˇ

ˇ

ˇ

w=1

w=0
= ´

1

6

(2
e

´ 1
)
.

Example 3.36 (Polar coordinates). In R2, when the domain over which the integral is taken
is a disk D, a particular type of change of variables is sometimes very useful for the purpose
of evaluating the integral. Let (x, y) = (x0 + r cos θ, y0 + r sin θ) ” ψ(r, θ), where (x0, y0) is
the center of D under consideration. If the radius of D is R, then D, up to removing a line
segment with length R, is the image of (0, R) ˆ (0, 2π) under ψ. Note that the Jacobian of
ψ is

Jψ(r, θ) =

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bψ1

Br

Bψ1

Bθ
Bψ2

Br

Bψ2

Bθ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

=

ˇ

ˇ

ˇ

ˇ

ˇ

cos θ ´r sin θ
sin θ r cos θ

ˇ

ˇ

ˇ

ˇ

ˇ

= r .

Therefore, if f : D Ñ R is Riemann integrable, then
ż

D
f(x, y) d(x, y) =

ż

ψ((0,R)ˆ(0,2π))

f(x, y) d(x, y) =

ż

(0,R)ˆ(0,2π)

(f ˝ ψ)(r, θ)
ˇ

ˇJψ(r, θ)
ˇ

ˇ d(r, θ)

=

ż

(0,R)ˆ(0,2π)

f(x0 + r cos θ, y0 + r sin θ) r d(r, θ) .

Example 3.37 (Cylindrical coordinates). In R3, when the domain over which the integral
is taken is a cylinder C; that is, C = D ˆ [a, b] for some disk D and ´8 ă a ă b ă R, then
the change of variables

ψ(r, θ, z) = (x0 + r cos θ, y0 + r sin θ, z) 0 ă r ă R , 0 ă θ ă 2π , a ď z ď b ,

where (x0, y0) is the center of D and R is the radisu of D, is sometimes very useful for
evaluating the integral. Since the Jacobian of ψ is

Jψ(r, θ, z) =

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bψ1

Br

Bψ1

Bθ

Bψ1

Bz
Bψ2

Br

Bψ2

Bθ

Bψ2

Bz
Bψ3

Br

Bψ3

Bθ

Bψ3

Bz

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

=

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

cos θ ´r sin θ 0

sin θ r cos θ 0

0 0 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

= r ,
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we must have
ż

C
f(x, y, z) d(x, y, z) =

ż

ψ((0,R)ˆ(0,2π)ˆ[a,b])

f(x, y, z) d(x, y, z)

=

ż

(0,R)ˆ(0,2π)ˆ[a,b]

(f ˝ ψ)(r, θ, z)
ˇ

ˇJψ(r, θ, z)
ˇ

ˇ d(r, θ, z)

=

ż

(0,R)ˆ(0,2π)ˆ[a,b]

f(x0 + r cos θ, y0 + r sin θ, z) r d(r, θ, z) .

Example 3.38 (Spherical coordinates). In R3, when the domain over which the integral is
taken is a ball B, the change of variables

ψ(ρ, θ, ϕ) = (x0+ρ cos θ sinϕ, y0+ρ sin θ sinϕ, z0+ρ cosϕ) 0 ă ρăR, 0 ă θ ă 2π, 0 ă ϕă π,

where (x0, y0, z0) is the center of B and R is the radius of B, is often used to evaluate the
integral a function over B. Since the Jacobian of ψ is

Jψ(ρ, θ, ϕ) =

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bψ1

Bρ

Bψ1

Bθ

Bψ1

Bϕ

Bψ2

Bρ

Bψ2

Bθ

Bψ2

Bϕ

Bψ3

Bρ

Bψ3

Bθ

Bψ3

Bϕ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

=

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

cos θ sinϕ ´ρ sin θ sinϕ ρ cos θ cosϕ
sin θ sinϕ ρ cos θ sinϕ ρ sin θ cosϕ

cosϕ 0 ´ρ sinϕ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ
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= ´ρ2 sin3 ϕ ´ ρ2 sinϕ cos2 ϕ = ´ρ2 sinϕ ,

if the radius of B is R, we must have
ż

B
f(x, y, z) d(x, y, z) =

ż

ψ((0,R)ˆ(0,2π)ˆ(0,π))

f(x, y, z) d(x, y, z)

=
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(f ˝ ψ)(ρ, θ, ϕ)
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=
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f(x0 + ρ cos θ sinϕ, y0 + ρ sin θ sinϕ, z0 + ρ cosϕ) ρ2 sinϕ d(r, θ, z) .
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