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Chapter 6

Differentiation of Maps

6.1 Bounded Linear Maps
Definition 6.1. A map L from a vector space X into a vector space Y is said to be linear
if L(cx1 + x2) = cL(x1) + L(x2) for all x1, x2 P X and c P R. We often write Lx instead of
L(x), and the collection of all linear maps from X to Y is denoted by L (X,Y ).

Suppose further that X and Y are normed spaces equipped with norms } ¨ }X and } ¨ }Y ,
respectively. A linear map L : X Ñ Y is said to be bounded if

sup
}x}X=1

}Lx}Y ă 8 .

The collection of all bounded linear maps from X to Y is denoted by B(X,Y ), and the
number sup

}x}X=1

}Lx}Y is often denoted by }L}B(X,Y ).

Example 6.2. Let L : Rn Ñ Rm be given by Lx = Ax, where A is an mˆ n matrix. Then
Example 1.138 shows that }L}B(Rn,Rm) is the square root of the largest eigenvalue of ATA

which is certainly a finite number. Therefore, any linear transformation from Rn to Rm is
bounded.

Proposition 6.3. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be normed spaces, and L P B(X,Y ). Then

}L}B(X,Y ) = sup
x‰0

}Lx}Y

}x}X
= inf

␣

M ą 0
ˇ

ˇ }Lx}Y ď M}x}X
(

.

In particular, the first equality implies that

}Lx}Y ď }L}B(X,Y )}x}X @x P X .
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206 CHAPTER 6. Differentiation

Proposition 6.4. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be normed spaces, and L P L (X,Y ). Then
L is continuous on X if and only if L P B(X,Y ).

Proof. “ñ” Since L is continuous at 0 P X, there exists δ ą 0 such that

}Lx}Y = }Lx ´ L0}Y ă 1 if }x}X ă δ .

Then
›

›L
(δ
2
x
)›
›

Y
ď 1 if

›

›

δ

2
x
›

›

X
ă δ; thus by the properties of norm,

}Lx}Y ď
2

δ
if }x}X ă 2 .

Therefore, sup
}x}X=1

}Lx}Y ď
2

δ
which implies that L P B(X,Y ).

“ð” If L P B(X,Y ), then M = }L}B(X,Y ) ă 8, and

}Lx1 ´ Lx2}Y = }L(x1 ´ x2)}Y ď M}x1 ´ x2}X

which shows that L is uniformly continuous on X. ˝

Proposition 6.5. Let (X, }¨}X) and (Y, }¨}Y ) be normed spaces. Then
(
B(X,Y ), }¨}B(X,Y )

)
is a normed space. Moreover, if (Y, } ¨ }Y ) is a Banach space, so is

(
B(X,Y ), } ¨ }B(X,Y )

)
.

Proof. That
(
B(X,Y ), } ¨ }B(X,Y )

)
is a normed space is left as an exercise. Now suppose

that
(
Y, } ¨ }Y

)
is a Banach space. Let tLku8

k=1 Ď B(X,Y ) be a Cauchy sequence. Then by
Proposition 6.3, for each x P X we have

}Lkx ´ Lℓx}Y = }(Lk ´ Lℓ)x}Y ď }Lk ´ Lℓ}B(X,Y )}x}X Ñ 0 as k, ℓ Ñ 8 .

Therefore, tLkxu8
k=1 is a Cauchy sequence in Y ; thus convergent. Suppose that lim

kÑ8
Lkx = y.

We then establish a map x ÞÑ y which we denoted by L; that is, Lx = y. Then L is linear
since if x1, x2 P X and c P R,

L(cx1 + x2) = lim
kÑ8

Lk(cx1 + x2) = lim
kÑ8

(
cLkx1 + Lkx2

)
= cLx1 + Lx2 .

Moreover, since tLku8
k=1 is a Cauchy sequence, DM ą 0 such that }Lk}B(X,Y ) ď M for all

k P N. If ε ą 0 is given, for each x P X there exists N = Nx ą 0 such that

}Lkx ´ Lx}Y ă ε @ k ě Nx .
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Therefore, for k ě Nx,

}Lx}Y ă }Lkx}Y + ε ď }Lk}B(X,Y )}x}X + ε ď M}x}X + ε

which implies that sup
}x}X=1

}Lx}Y ď M + ε; thus L P B(X,Y ).

Finally, we show that lim
kÑ8

}Lk ´ L}B(X,Y ) = 0. Let x P X and ε ą 0 be given. Since

tLku8
k=1 is a Cauchy sequence, there exists N ą 0 such that }Lk ´Lℓ}B(X,Y ) ă

ε

2
if k, ℓ ě N .

Then if k ě N ,

}Lkx ´ Lx}Y = lim
ℓÑ8

}Lkx ´ Lℓx}Y ď lim sup
ℓÑ8

}Lk ´ Lℓ}B(X,Y )}x}X ď
ε

2
}x}X

which shows that }Lk ´ L}B(X,Y ) ă ε if k ě N . ˝

Proposition 6.6. Let (X, } ¨ }X), (Y, } ¨ }Y ), (Z, } ¨ }Z) be normed spaces, and L P B(X,Y ),
K P B(Y, Z). Then K ˝ L P B(X,Z), and

}K ˝ L}B(X,Z) ď }K}B(Y,Z)}L}B(X,Y ) .

We often write K ˝ L as KL if K and L are linear.

Proof. By the properties of the norm of a bounded linear map,

}K ˝ L(x)}Z = }K(Lx)}Z ď }K}B(Y,Z)}Lx}Y ď }K}B(Y,Z)}L}B(X,Y )}x}X . ˝

From now on, when the domain X and the target Y of a linear map L is clear, we use
}L} instead of }L}B(X,Y ) to simplify the notation.

Theorem 6.7. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be normed spaces, and X be finite dimensional.
Then every linear map from X to Y is bounded; that is, L (X,Y ) = B(X,Y ).

Proof. Suppose that dim(X) = n. Let tekunk=1 Ď X be a linearly independent set of vectors.
From Example 4.24, every two norms on X are equivalent; thus we only focus on the norm
} ¨ }2 on X induced by the inner product(

ei, ej
)
X
= δij @ i = 1, ¨ ¨ ¨n.

Since tekunk=1 is a linear independent set of vectors, every x P X can be expressed as a
unique linear combination of ek’s; that is, for all x P X, D c1 = c1(x), ¨ ¨ ¨ , cn = cn(x) P R
such that

x = c1e1 + ¨ ¨ ¨ + cnen .
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These coefficients ck’s in fact are determined by ck = (x, ek)X , and, by Example 4.24 and
the Cauchy-Schwarz inequality, satisfy

ˇ

ˇck(x)
ˇ

ˇ ď }x}2}ek}2 ď C}x}X .

As a consequence, if L is a linear map from X to Y , then

}Lx}Y =
›

›L(c1(x)e1 + ¨ ¨ ¨ cn(x)en)
›

›

Y
ď |c1(x)|}Le1}Y + ¨ ¨ ¨ |cn(x)|}Len}Y

ď nC}x}X max
␣

}Le1}Y , ¨ ¨ ¨ }Len}Y
(

ď M}x}X

for some constant M ą 0; thus }L}B(X,Y ) ď M ă 8 which shows that L P B(X,Y ). ˝

Theorem 6.8. Let GL(n) be the set of all invertible linear maps on Rn; that is,

GL(n) =
␣

L P L (Rn,Rn)
ˇ

ˇL is one-to-one (and onto)
(

.

1. If L P GL(n) and K P B(Rn,Rn) satisfying }K ´ L}}L´1} ă 1 , then K P GL(n).

2. GL(n) is an open set of B(Rn,Rn).

3. The mapping L ÞÑ L´1 is continuous on GL(n).

Proof. 1. Let }L´1} =
1

α
and }K ´ L} = β. Then β ă α; thus for every x P Rn,

α}x}Rn = α}L´1Lx}Rn ď α}L´1}}Lx}Rn = }Lx}Rn ď }(L ´ K)x}Rn + }Kx}Rn

ď β}x}Rn + }Kx}Rn .

As a consequence, (α ´ β)}x}Rn ď }Kx}Rn and this implies that K : Rn Ñ Rn is
one-to-one hence invertible.

2. By 1, we find that if }K ´ L} ă
1

}L´1}
, then K P GL(n). Then D

(
L,

1

}L´1}

)
Ď GL(n)

if L P GL(n). Therefore, GL(n) is open.

3. Let L P GL(n) and ε ą 0 be given. Choose δ = min
!

1

2}L´1}
,

ε

2}L´1}2

)

. If }K´L} ă δ,

then K P GL(n). Since L´1 ´ K´1 = K´1(K ´ L)L´1, we find that if }K ´ L} ă δ,

}K´1} ´ }L´1} ď }K´1 ´ L´1} ď }K´1}}K ´ L}}L´1} ă
1

2
}K´1}

which implies that }K´1} ă 2}L´1}. Therefore, if }K ´ L} ă δ,

}L´1 ´ K´1} ď }K´1}}K ´ L}}L´1} ă 2}L´1}2δ ă ε . ˝
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Remark 6.9. There is another way to see that GL(n) is open in B(Rn,Rn). Let M(n) be
the collection of n ˆ n real matrices, and } ¨ }2 be the matrix norm introduced in Example
1.138. Also define } ¨ } : M(n) Ñ R by

}A} = max
␣

|aij|
ˇ

ˇA = [aij]1 ď i, j ď n
(

.

Then }¨} is also a norm on M(n). Since M(n) is finite dimensional (in fact, dimM(n) = n2),
by Example 4.24 } ¨ } and } ¨ }2 are equivalent norms on M(n); that is, there exists C, c ą 0

such that
c}A} ď }A}2 ď C}A} @A P M(n) .

Let tAku8
k=1 Ď M(n) be a sequence of nˆn real matrices. The equivalence between } ¨ } and

}¨}2 implies that Ak Ñ A in M(n) if and only if each entry of Ak converges to corresponding
entry of A. Therefore, the determinant function is continuous on M(n). In other words,

lim
AkÑA

det(Ak) = det(A) @A P M(n) .

Since GL(n) can be viewed as the collection of n ˆ n matrices with non-zero determinant;
that is,

GL(n) =
␣

A P M(n)
ˇ

ˇ det(A) ‰ 0
(

,

by the continuity of the determinant function and Theorem 4.11, we conclude that GL(n)
is open in M(n).

6.1.1 The matrix representation of linear maps between finite di-
mensional normed spaces

Let (X, } ¨ }X) and (Y, } ¨ }Y ) be two finite dimensional normed spaces. Suppose that B =

tekunk=1 and rB = trekumk=1 are basis of X and Y , respectively. Then every x P X, and y P Y ,
there exists unique vectors (c1, ¨ ¨ ¨ , cn) P Rn and (d1, ¨ ¨ ¨ , dm) P Rm such that

x = c1e1 + ¨ ¨ ¨ + cnen and y = d1re1 + ¨ ¨ ¨ + dmrem .

We write [x]B for the column vector [c1, ¨ ¨ ¨ , cn]
T and [y]

rB for the column vector [d1, ¨ ¨ ¨ , dm]
T.

Then for each L P L (X,Y ), the matrix representation of L with respect to basis B and
rB, denoted by [L]B, rB, is the matrix

[
[Le1] rB

... [Le2] rB
... ¨ ¨ ¨

... [Len] rB
]
. The matrix [L]B, rB has the

property that
[Lx]

rB = [L]B, rB[x]B .
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6.2 Definition of Derivatives and the Jacobian Matri-
ces

Definition 6.10. Let (X, }¨}X) and (Y, }¨}Y ) be two normed spaces. A map f : A Ď X Ñ Y

is said to be differentiable at x0 P A if there is a bounded linear map in B(X,Y ), denoted
by (Df)(x0) and called the derivative of f at x0, such that

lim
xÑx0
xPA

›

›f(x) ´ f(x0) ´ (Df)(x0)(x ´ x0)
›

›

Y

}x ´ x0}X
= 0 ,

where (Df)(x0)(x´ x0) denotes the value of the linear map (Df)(x0) applied to the vector
x´ x0 P X (so (Df)(x0)(x´ x0) P Y ). In other words, f is differentiable at x0 P A if there
exists L P B(X,Y ) such that

@ ε ą 0, D δ ą 0 Q }f(x) ´ f(x0) ´ L(x ´ x0)}Y ď ε}x ´ x0}X whenever x P D(x0, δ) X A .

If f is differentiable at each point of A, we say that f is differentiable on A.

Remark 6.11. Suppose that f : A Ñ Y is differentiable on A, then Df itself is a map from
A to B(X,Y ). For each x P A, Df(x) is a linear map, but Df in general is not linear in x.

Example 6.12. Let f : (0,8) Ñ R be given by f(x) = 1

x
. Then f is differentiable at any

x0 P (0,8) since (Df)(x0) : R Ñ R is the linear map given by

(Df)(x0)(x) = ´
1

x02
¨ x .

To see this, we observe that

lim
xÑx0

ˇ

ˇ

1

x
´

1

x0
´

´1

x02
(x ´ x0)

ˇ

ˇ

|x ´ x0|
= lim

xÑx0

ˇ

ˇ

x0
2 ´ xx0 + x2 ´ xx0

xx02

ˇ

ˇ

|x ´ x0|
= lim

xÑx0

x0
2 ´ 2xx0 + x2

xx02|x ´ x0|

= lim
xÑx0

|x´ x0|

xx02
= 0 .

Remark 6.13. Let f : (a, b) Ñ R be “differentiable” at x0 P (a, b) in the sense of Definition
4.55. The “derivative” f 1(x0) and the derivative (Df)(x0) is related by (Df)(x0)(h) =

f 1(x0)h since

lim
xÑx0

ˇ

ˇf(x) ´ f(x0) ´ f 1(x0)(x ´ x0)
ˇ

ˇ

|x ´ x0|
= 0 .
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Example 6.14. View (C, | ¨ |) as a normed vector space (over field C). Then f : C Ñ R
given by f(z) = |z|2 is differentiable at z0 = 0 and (Df)(0) = 0 since

lim
zÑ0

ˇ

ˇ|z|2 ´ |0|2 ´ 0 ¨ (z ´ 0)
ˇ

ˇ

|z|
= lim

zÑ0
|z| = 0 .

However, f is not differentiable at any z0 ‰ 0. In fact, in Exercise Problem 6.3 one is asked
to show that if f : C Ñ R is differentiable at z0, then (Df)(z0) = 0. Therefore, if f is
differentiable at z0 ‰ 0, then

ˇ

ˇ|z|2 ´ |z0|2 ´ 0 ¨ (z ´ z0)
ˇ

ˇ

|z ´ z0|
=
ˇ

ˇ

ˇ

z ¨ sz ´ z0 ¨ sz0
z ´ z0

ˇ

ˇ

ˇ
=
ˇ

ˇ

ˇ

(z ´ z0) ¨ sz0 + z ¨ (z ´ z0)

z ´ z0

ˇ

ˇ

ˇ

=
ˇ

ˇ

ˇ
sz0 +

z ¨ (z ´ z0)

z ´ z0

ˇ

ˇ

ˇ
=
ˇ

ˇ

ˇ
sz0 + z ´ z0 +

z0 ¨ (z ´ z0)

z ´ z0

ˇ

ˇ

ˇ

and the limit of the right-hand side as z approaches z0 does not exist since lim
zÑz0

z0 ¨ (z ´ z0)

z ´ z0
does not exist (by the fact that the limit as z approaches z0 from the horizontal and vertical
directions are different).

On the other hand, the function g : R2 Ñ R given by g(x, y) ” f(x + iy) = x2 + y2 is
differentiable everywhere and (Dg)(a, b)v = 2av1 + 2bv2 for all v = (v1, v2) P R2. To see
this,

(a+ h)2 + (b+ k)2 ´ (a2 + b2) ´ (2ah+ 2bk)
?
h2 + k2

=
h2 + k2

?
h2 + k2

Ñ 0 as (h, k) Ñ (0, 0)

which implies that lim
(x,y)Ñ(a,b)

›

›(x2 + y2) ´ (a2 + b2) ´ (Dg)(a, b)(x´ a, y ´ b)
›

›

R2

}(x´ a, y ´ b)}R2

= 0.

Example 6.15. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be two normed spaces. Then every bounded
linear map L : X Ñ Y is differentiable. In fact, (DL)(x0) = L for all x0 P X since

lim
xÑx0

}Lx ´ Lx0 ´ L(x ´ x0)}Y
}x ´ x0}X

= 0 .

Example 6.16. Let f : GL(n) Ñ GL(n) be given by f(L) = L´1, where GL(n) is defined in
Theorem 6.8. Then f is differentiable at any “point” L P GL(n) with derivative (Df)(K) P

B(GL(n),GL(n)) given by (Df)(L)(K) = ´L´1KL´1 for all K P GL(n). The proof is left
as an exercise.

Theorem 6.17. Let (X, } ¨ }X), (Y, } ¨ }Y ) be normed vector spaces, U Ď X be an open set,
and f : U Ñ Y be differentiable at x0 P U . Then (Df)(x0) is uniquely determined by f .
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Proof. Suppose L1, L2 P B(X,Y ) are derivatives of f at x0. Let ε ą 0 be given and e P X be
a unit vector; that is, }e}X = 1. Since U is open, there exists r ą 0 such that D(x0, r) Ď U .
By Definition 6.10, there exists 0 ă δ ă r such that

}f(x) ´ f(x0) ´ L1(x´ x0)}Y
}x´ x0}X

ă
ε

2
and }f(x) ´ f(x0) ´ L2(x´ x0)}Y

}x´ x0}X
ă
ε

2

if 0 ă }x ´ x0}X ă δ. Letting x = x0 + λe with 0 ă |λ| ă δ, we have

}L1e ´ L2e}Y =
1

|λ|
}L1(x ´ x0) ´ L2(x ´ x0)}Y

ď
1

|λ|

(›
›f(x) ´ f(x0) ´ L1(x ´ x0)

›

›

Y
+
›

›f(x) ´ f(x0) ´ L2(x ´ x2)
›

›

Y

)
=

›

›f(x) ´ f(x0) ´ L1(x ´ x0)
›

›

Y

}x ´ x0}X
+

›

›f(x) ´ f(x0) ´ L2(x ´ x0)
›

›

Y

}x ´ x0}X

ă
ε

2
+
ε

2
= ε .

Since ε ą 0 is arbitrary, we conclude that L1e = L2e for all unit vectors e P X which
guarantees that L1 = L2 (since if x ‰ 0, L1x = }x}XL1

( x

}x}X

)
= }x}XL2

( x

}x}X

)
= L2x). ˝

Example 6.18. (Df)(x0) may not be unique if the domain of f is not open. For example,
let A =

␣

(x, y)
ˇ

ˇ 0 ď x ď 1, y = 0
(

be a subset of R2, and f : A Ñ R be given by f(x, y) = 0.
Fix x0 = (a, 0) P A, then both of the linear maps

L1(x, y) = 0 and L2(x, y) = ay @ (x, y) P R2

satisfy Definition 6.10 since

lim
(x,0)Ñ(a,0)

ˇ

ˇf(x, 0) ´ f(a, 0) ´ L1(x´ a, 0)
ˇ

ˇ

›

›(x, 0) ´ (a, 0)
›

›

R2

= lim
(x,0)Ñ(a,0)

ˇ

ˇf(x, 0) ´ f(a, 0) ´ L2(x´ a, 0)
ˇ

ˇ

›

›(x, 0) ´ (a, 0)
›

›

R2

= 0 .

Remark 6.19. Let U Ď Rn be an open set and suppose that f : U Ñ Rm is differentiable
on U . Then Df : U Ñ B(Rn,Rm). Treating Df as a map from U to the normed space(
B(Rn,Rm), } ¨ }B(Rn,Rm)

)
, and suppose that Df is also differentiable on U . Then the

derivative of Df , denoted by D2f , is a map from U to B(Rn,B(Rn,Rm)). In other words,
for each a P U , (D2f)(a) P B(Rn,B(Rn,Rm)) satisfying

lim
xÑa

›

›(Df)(x) ´ (Df)(a) ´ (D2f)(a)(x ´ a)
›

›

B(Rn,Rm)

}x ´ a}Rn

= 0 ,

here (D2f)(a) is bounded linear map from Rn to B(Rn,Rm); thus (D2f)(a)(x ´ a) P

B(Rn,Rm).



Copy
rig

ht
Prot

ect
ed

§6.2 Definition of Derivatives and the Jacobian Matrices 213

Definition 6.20. Let tekunk=1 be the standard basis of Rn, U Ď Rn be an open set, a P U
and f : U Ñ R be a function. The partial derivative of f at a in the direction ej, denoted

by Bf

Bxj
(a), is the limit

lim
hÑ0

f(a+ hej) ´ f(a)

h

if it exists. In other words, if a = (a1, ¨ ¨ ¨ , an), then

Bf

Bxj
(a) = lim

hÑ0

f(a1, ¨ ¨ ¨ , aj´1, aj + h, aj+1, ¨ ¨ ¨ , an) ´ f(a1, ¨ ¨ ¨ , an)

h
.

Theorem 6.21. Suppose U Ď Rn is an open set and f : U Ñ Rm is differentiable at a P U .
Then the partial derivatives Bfi

Bxj
(a) exists for all i = 1, ¨ ¨ ¨m and j = 1, ¨ ¨ ¨n, and the matrix

representation of the linear map Df(a) with respect to the standard basis of Rn and Rm is
given by

[
(Df)(a)

]
=


Bf1
Bx1

(a) ¨ ¨ ¨
Bf1
Bxn

(a)

... . . . ...
Bfm
Bx1

(a) ¨ ¨ ¨
Bfm
Bxn

(a)

 or
[
(Df)(a)

]
ij
=

Bfi
Bxj

(a) .

Proof. Since U is open and a P U , there exists r ą 0 such that D(a, r) Ď U . By the
differentiability of f at a, there is L P B(Rn,Rm) such that for any given ε ą 0, there exists
0 ă δ ă r such that

}f(x) ´ f(a) ´ L(x ´ a)}Rm ď ε}x ´ a}Rn whenever x P D(a, δ) .

In particular, for each i = 1, ¨ ¨ ¨ ,m,
ˇ

ˇ

ˇ

fi(a+ hej) ´ fi(a)

h
´ (Lej)i

ˇ

ˇ

ˇ
ď

›

›

›

f(a+ hej) ´ f(a)

h
´ Lej

›

›

›

Rm
ď ε @ 0 ă |h| ă δ, h P R ,

where (Lej)i denotes the i-th component of Lej in the standard basis. As a consequence,
for each i = 1, ¨ ¨ ¨ ,m,

lim
hÑ0

fi(a+ hej) ´ fi(a)

h
= (Lej)i exists

and by definition, we must have (Lej)i =
Bfi
Bxj

(a). Therefore, Lij =
Bfi
Bxj

(a). ˝
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Definition 6.22. Let U Ď Rn be an open set, and f : U Ñ Rm. The matrix

(Jf)(x) ”


Bf1
Bx1

¨ ¨ ¨
Bf1
Bxn

... . . . ...
Bfm
Bx1

¨ ¨ ¨
Bfm
Bxn

 (x) ”


Bf1
Bx1

(x) ¨ ¨ ¨
Bf1
Bxn

(x)

... . . . ...
Bfm
Bx1

(x) ¨ ¨ ¨
Bfm
Bxn

(x)


is called the Jacobian matrix of f at x (if each entry exists). If n = m, the determinant
of (Jf)(x) is called the Jacobian of f at x.

Remark 6.23. A function f might not be differential even if the Jacobian matrix Jf exists;
however, if f is differentiable at x0, then (Df)(x) can be represented by (Jf)(x); that is,[
(Df)(x)

]
= (Jf)(x).

Example 6.24. Let f : R2 Ñ R3 be given by f(x1, x2) = (x21, x
3
1x2, x

4
1x

2
2). Suppose that f

is differentiable at x = (x1, x2), then

[
(Df)(x)

]
=

 2x1 0
3x21x2 x31
4x31x

2
2 2x41x2

 .
Example 6.25. Let f : R2 Ñ R be given by

f(x, y) =

# xy

x2 + y2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

Then Bf

Bx
(0, 0) =

Bf

By
(0, 0) = 0; thus if f is differentiable at (0, 0), then

[
(Df)(0, 0)

]
=

[
0 0

]
.

However,
ˇ

ˇ

ˇ
f(x, y) ´ f(0, 0) ´

[
0 0

] [x
y

]
ˇ

ˇ

ˇ
=

|xy|

x2 + y2
=

|xy|

(x2 + y2)
3
2

a

x2 + y2 ;

thus f is not differentiable at (0, 0) since |xy|

(x2 + y2)
3
2

cannot be arbitrarily small even if x2+y2

is small.

Example 6.26. Let f : R2 Ñ R be given by

f(x, y) =

$

&

%

x if y = 0 ,
y if x = 0 ,
1 otherwise .
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Then Bf

Bx
(0, 0) = lim

hÑ0

f(h, 0) ´ f(0, 0)

h
= lim

hÑ0

h

h
= 1. Similarly, Bf

By
(0, 0) = 1; thus if f is

differentiable at (0, 0), then
[
(Df)(0, 0)

]
=

[
1 1

]
. However,

ˇ

ˇ

ˇ
f(x, y) ´ f(0, 0) ´

[
1 1

] [x
y

]
ˇ

ˇ

ˇ
=
ˇ

ˇf(x, y) ´ (x+ y)
ˇ

ˇ ;

thus if xy ‰ 0,
ˇ

ˇf(x, y) ´ (x+ y)
ˇ

ˇ = |1 ´ x ´ y| Ñ̂ 0 as (x, y) Ñ (0, 0), xy ‰ 0.

Therefore, f is not differentiable at (0, 0).

6.3 Conditions for Differentiability
Proposition 6.27. Let U Ď Rn be open, a P U , and f = (f1, ¨ ¨ ¨ , fm) : U Ñ Rm. Then
f is differentiable at a if and only if fi is differentiable at a for all i = 1, ¨ ¨ ¨ ,m. In other
words, for vector-valued functions defined on an open subset of Rn,

Componentwise differentiable ô Differentiable.

Proof. “ñ” Let (Df)(a) be the Jacobian matrix of f at a. Then

@ ε ą 0, D δ ą 0 Q
›

›f(x)´f(a)´ (Df)(a)(x´a)
›

›

Rm ď ε}x´a}Rn if }x´a}Rn ă δ .

Let tejumj=1 be the standard basis of Rm, and Li P L (Rn,R) be given by Li(h) =

eT
i [(Df)(a)]h. Then Li P B(Rn,R) by Theorem 6.7, and if }x ´ a}Rn ă δ,

ˇ

ˇfi(x) ´ fi(a) ´ Li(x ´ a)
ˇ

ˇ =
ˇ

ˇei ¨
(
f(x) ´ f(a) ´ (Df)(a)(x ´ a)

)ˇ
ˇ

ď
›

›f(x) ´ f(a) ´ (Df)(a)(x ´ a)
›

›

Rm ď ε}x ´ a}Rn ;

thus fi is differentiable at a with derivatives Li.

“ð” Suppose that fi : U Ñ R is differentiable at a for each i = 1, ¨ ¨ ¨ ,m. Then there exists
Li P B(Rn,R) such that

@ ε ą 0, D δi ą 0 Q
ˇ

ˇfi(x) ´ fi(a) ´ Li(x ´ a)
ˇ

ˇ ď
ε

m
}x ´ a}Rn if }x ´ a}Rn ă δi .

Let L P L (Rn,Rm) be given by Lx = (L1x, L2x, ¨ ¨ ¨ , Lmx) P Rm if x P Rn. Then
L P B(Rn,Rm) by Theorem 6.7, and

›

›f(x) ´ f(a) ´ L(x ´ a)
›

›

Rm ď

m
ÿ

i=1

ˇ

ˇfi(x) ´ fi(a) ´ Li(x ´ a)
ˇ

ˇ ď ε}x ´ a}Rn

if }x ´ a}Rn ă δ = min
␣

δ1, ¨ ¨ ¨ , δm
(

. ˝
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Theorem 6.28. Let U Ď Rn be open, a P U , and f : U Ñ R. If

1. the Jacobian matrix of f exists in a neighborhood of a, and

2. at least (n ´ 1) entries of the Jacobian matrix of f are continuous at a,

then f is differentiable at a.

Proof. W.L.O.G. we can assume that Bf

Bx1
, Bf

Bx2
, ¨ ¨ ¨ , Bf

Bxn´1
are continuous at a. Let tejunj=1

be the standard basis of Rn, and ε ą 0 be given. Since Bf

Bxi
is continuous at a for i =

1, ¨ ¨ ¨ , n ´ 1,

D δi ą 0 Q

ˇ

ˇ

ˇ

Bf

Bxi
(x) ´

Bf

Bxi
(a)

ˇ

ˇ

ˇ
ă

ε
?
n

whenever }x ´ a}Rn ă δi .

On the other hand, by the definition of the partial derivatives,

D δn ą 0 Q

ˇ

ˇ

ˇ

f(a+ hen) ´ f(a)

h
´

Bf

Bxn
(a)

ˇ

ˇ

ˇ
ă

ε
?
n

whenever 0 ă |h| ă δn .

Let k = x ´ a and δ = min
␣

δ1, ¨ ¨ ¨ , δn
(

. Then
ˇ

ˇ

ˇ
f(x) ´ f(a) ´

[
Bf

Bx1
(a)(x1 ´ a1) + ¨ ¨ ¨ +

Bf

Bxn
(a)(xn ´ an)

]ˇ
ˇ

ˇ

=
ˇ

ˇ

ˇ
f(a+ k) ´ f(a) ´

Bf

Bx1
(a)k1 ´ ¨ ¨ ¨ ´

Bf

Bxn
(a)kn

ˇ

ˇ

ˇ

=
ˇ

ˇ

ˇ
f(a1 + k1, ¨ ¨ ¨ , an + kn) ´ f(a1, ¨ ¨ ¨ , an) ´

Bf

Bx1
(a)k1 ´ ¨ ¨ ¨ ´

Bf

Bxn
(a)kn

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ
f(a1 + k1, ¨ ¨ ¨ , an + kn) ´ f(a1, a2 + k2, ¨ ¨ ¨ , an + kn) ´

Bf

Bx1
(a)k1

ˇ

ˇ

ˇ

+
ˇ

ˇ

ˇ
f(a1, a2 + k2, ¨ ¨ ¨ , an + kn) ´ f(a1, a2, a3 + k3, ¨ ¨ ¨ , an + kn) ´

Bf

Bx2
(a)k2

ˇ

ˇ

ˇ

+ ¨ ¨ ¨ +
ˇ

ˇ

ˇ
f(a1, ¨ ¨ ¨ , an´1, an + kn) ´ f(a1, ¨ ¨ ¨ , an) ´

Bf

Bxn
(a)kn

ˇ

ˇ

ˇ
.

By the mean value theorem,

f(a1, ¨ ¨ ¨ , aj´1, aj + kj, ¨ ¨ ¨ , an + kn) ´ f(a1, ¨ ¨ ¨ , aj, aj+1 + kj+1, ¨ ¨ ¨ , an + kn)

= kj
Bf

Bxj
(a1, ¨ ¨ ¨ , aj´1, aj + θjkj, aj+1 + kj+1, ¨ ¨ ¨ , an + kn)

for some 0 ă θj ă 1; thus for j = 1, ¨ ¨ ¨ , n ´ 1, if }x ´ a}Rn = }k}Rn ă δ,
ˇ

ˇ

ˇ
f(a1, ¨ ¨ ¨ , aj´1, aj + kj, ¨ ¨ ¨ , an + kn) ´ f(a1, ¨ ¨ ¨ , aj, aj+1 + kj+1, ¨ ¨ ¨ , an + kn) ´

Bf

Bxj
(a)kj

ˇ

ˇ

ˇ

=
ˇ

ˇ

ˇ

Bf

Bxj
(a1, ¨ ¨ ¨ , aj´1, aj + θjkj, aj+1 + kj+1, ¨ ¨ ¨ , an + kn) ´

Bf

Bxj
(a)

ˇ

ˇ

ˇ
|kj| ď

ε
?
n

|kj| .
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Moreover, if }x ´ a}Rn ă δ, then |kn| ď }k}Rn = }x ´ a}Rn ă δ ď δn; thus
ˇ

ˇ

ˇ
f(a1, ¨ ¨ ¨ , an´1, an + kn) ´ f(a1, ¨ ¨ ¨ , an) ´

Bf

Bxn
(a)kn

ˇ

ˇ

ˇ
ď

ε
?
n

|kn| .

As a consequence, if }x ´ a}Rn ă δ, by Cauchy’s inequality,
ˇ

ˇ

ˇ
f(x) ´ f(a) ´

[
Bf

Bx1
(a)(x1 ´ a1) + ¨ ¨ ¨ +

Bf

Bxn
(a)(xn ´ an)

]ˇ
ˇ

ˇ

ď
ε

?
n

n
ÿ

j=1

|kj| ď ε}k}Rn = ε}x ´ a}Rn

which implies that f is differentiable at a. ˝

Remark 6.29. When two or more components of the Jacobian matrix
[

Bf

Bx1
¨ ¨ ¨

Bf

Bxn

]
of a

scalar function f are discontinuous at a point x0 P U , in general f is not differentiable at x0.
For example, both components of the Jacobian matrix of the functions given in Example
6.25, 6.26, 6.41 are discontinuous at (0, 0), and these functions are not differentiable at
(0, 0).

Example 6.30. Let U = R2z
␣

(x, 0) P R2
ˇ

ˇx ě 0
(

, and f : U Ñ R be given by

f(x, y) = arg(x+ iy) =

$

’

’

’

’

&

’

’

’

’

%

cos´1 x
a

x2 + y2
if y ą 0 ,

π if y = 0 ,

2π ´ cos´1 x
a

x2 + y2
if y ă 0 .

Then

Bf

Bx
(x, y) =

$

&

%

´
y

x2 + y2
if y ‰ 0 ,

0 if y = 0 ,
and Bf

By
(x, y) =

$

’

&

’

%

x

x2 + y2
if y ‰ 0 ,

1

x
if y = 0 .

Since Bf

Bx
and Bf

By
are both continuous on U , f is differentiable on U .

Definition 6.31. Let U Ď Rn be open, and f : U Ñ Rm be differentiable on U . f is
said to be continuously differentiable on U if Df : U Ñ B(Rn,Rm) is continuous on
U . The collection of all continuously differentiable mappings from U to Rm is denoted by
C 1(U ;Rm). The collection of all bounded differentiable functions from U to Rm whose
derivative is continuous and bounded is denoted by C 1

b (U ;Rm). In other words,

C 1(U ;Rm) =
␣

f : U Ñ Rm is differentiable on U
ˇ

ˇDf : U Ñ B(Rn,Rm) is continuous
(
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and
C 1
b (U ;Rm) =

!

f P C 1(U ;Rm)
ˇ

ˇ

ˇ
sup
xPU

|f(x)| + sup
xPU

}Df(x)}B(Rn,Rm) ă 8

)

.

Corollary 6.32. Let U Ď Rn be open, and f : U Ñ Rm. Then f P C 1(U ;Rm) if and only if
the partial derivatives Bfi

Bxj
exist and are continuous on U for i = 1, ¨ ¨ ¨ ,m and j = 1, ¨ ¨ ¨ , n.

Proof. Note that for any matrix A = [aij]mˆn, }A}B(Rn,Rm) ď
ř

i,j

|aij| ď nm}A}; thus

›

›(Df)(x) ´ (Df)(x0)
›

›

B(Rn,Rm)
ď

m
ÿ

i=1

n
ÿ

j=1

ˇ

ˇ

ˇ

Bfi
Bxj

(x) ´
Bfi
Bxj

(x0)
ˇ

ˇ

ˇ

ď nm
›

›(Df)(x) ´ (Df)(x0)
›

›

B(Rn,Rm)
.

Therefore, the continuity of Df is equivalent to the continuity of the partial derivatives Bfi
Bxj

for all i, j. The corollary is then concluded by Proposition 6.27 and Theorem 6.28. ˝

Example 6.33. If f : R Ñ R is differentiable at x0, must f 1 be continuous at x0? In other
words, is it always true that lim

xÑx0
f 1(x) = f 1(x0)?

Answer: No! For example, take

f(x) =

$

&

%

x2 sin 1

x
if x ‰ 0,

0 if x = 0.

Then f is differentiable at x = 0 since the limit

lim
hÑ0

f(0 + h) ´ f(0)

h
= lim

hÑ0

h2 sin 1

h
h

= lim
hÑ0

h sin 1

h
= 0

exists. Therefore,

f 1(x) =

$

&

%

2x sin 1

x
´ cos 1

x
if x ‰ 0,

0 if x = 0.
However, lim

xÑ0
f 1(x) does not exist.

Proposition 6.34. Let U Ď Rn be open. Given f P C 1
b (U ;Rm), define

}f}C 1
b (U ;Rm) = sup

xPU

[
|f(x)| +

m
ÿ

i=1

n
ÿ

j=1

ˇ

ˇ

Bfi
Bxj

(x)
ˇ

ˇ

]
.

Then
(
C 1
b (U ;Rm), } ¨ }C 1

b (U ;Rm)

)
is a Banach space.



Copy
rig

ht
Prot

ect
ed

§6.4 Properties of Differentiable Functions 219

Proof. Left as an exercise. ˝

Theorem 6.35. Let U Ď Rn be open, K Ď U be compact, and f : U Ñ R be of class C 1.
Then for each ε ą 0, there exists δ ą 0 such that

ˇ

ˇf(y) ´ f(x) ´ (Df)(x)(y ´ x)
ˇ

ˇ ď ε}y ´ x}Rn if }y ´ x}Rn ă δ and x, y P K .

Proof. Define g : U ˆ U Ñ R by

g(x, y) =

$

&

%

ˇ

ˇf(y) ´ f(x) ´ (Df)(x)(y ´ x)
ˇ

ˇ

}y ´ x}Rn
if y ‰ x ,

0 if y = x .

Since f is of class C 1, g is continuous on U ˆ U . In fact, it is clear that g is continuous at
(x, y) if x ‰ y, while the mean value theorem implies that f(w) ´ f(z) = (Df)(ξ)(w ´ z)

for some ξ on the line segment joining w and z; thus

lim sup
(z,w)Ñ(x,x)

z‰w

ˇ

ˇf(w) ´ f(z) ´ (Df)(z)(w ´ z)
ˇ

ˇ

}w ´ z}Rn

= lim sup
(z,w)Ñ(x,x)

z‰w

ˇ

ˇ

(
(Df)(ξ) ´ (Df)(z)

)
(w ´ z)

ˇ

ˇ

}w ´ z}Rn

ď lim sup
(z,w)Ñ(x,x)

z‰w

›

›(Df)(ξ) ´ (Df)(z)
›

›

B(Rn,R) = 0 .

Now by the compactness of K ˆ K, for each given ε ą 0, there exists δ ą 0 such that

|g(z, w) ´ g(x, y)| ă ε if }(z, w) ´ (x, y)}R2n ă δ and x, y, z, w P K .

In particular, with (z, w) = (x, x) we find that |g(x, y)| ă ε if }x ´ y}Rn ă δ; thus
ˇ

ˇf(y) ´ f(x) ´ (Df)(x)(y ´ x)
ˇ

ˇ

}y ´ x}Rn

ă ε if 0 ă }x ´ y}Rn ă δ , x, y P K . ˝

Corollary 6.36. Let U Ď Rn be open, K Ď U be compact, and f : U Ñ Rm be of class C 1.
Then for each ε ą 0, there exists δ ą 0 such that

›

›f(y) ´ f(x) ´ (Df)(x)(y ´ x)
›

›

Rm ď ε}y ´ x}Rn if }y ´ x}Rn ă δ and x, y P K .

6.4 Properties of Differentiable Functions
6.4.1 Continuity of differentiable maps

Theorem 6.37. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be normed spaces, U Ď X be open, and
f : U Ñ Y be differentiable at x0 P U . Then f is continuous at x0.
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Proof. Since f is differentiable at x0, there exists L P B(X,Y ) such that

D δ1 ą 0 Q
›

›f(x) ´ f(x0) ´ L(x ´ x0)
›

›

Y
ď }x ´ x0}X @x P D(x0, δ1) .

As a consequence,
›

›f(x) ´ f(x0)
›

›

Y
ď

(
}L} + 1

)
}x ´ x0}X @x P D(x0, δ1) . (6.4.1)

For a given ε ą 0, let δ = min
!

δ1,
ε

2(}L} + 1)

)

. Then δ ą 0, and if x P D(x0, δ),
›

›f(x) ´ f(x0)
›

›

Y
ď
ε

2
ă ε . ˝

Remark 6.38. In fact, if f is differentiable at x0, then f satisfies the “local Lipschitz
property”; that is,

DM =M(x0) ą 0 and δ = δ(x0) ą 0 Q if }x´x0}X ă δ, then }f(x)´f(x0)}Y ď M}x´x0}X

since we can choose M = }L} + 1 and δ = δ1 (see (6.4.1)).

Example 6.39. Let f : R2 Ñ R be given in Example 6.25. We have shown that f is not
differentiable at (0, 0). In fact, f is not even continuous at (0, 0) since when approaching
the origin along the straight line x2 = mx1,

lim
(x1,mx1)Ñ(0,0)

f(x1,mx1) = lim
x1Ñ0

mx21
(m2 + 1)x21

=
m2

m2 + 1
‰ f(0, 0) if m ‰ 0 .

Example 6.40. Let f : R2 Ñ R be given in Example 6.26. Then f is not continuous at
(0, 0); thus not differentiable at (0, 0).

Example 6.41. Let f : R2 Ñ R be given by

f(x, y) =

$

&

%

x3

x2 + y2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

Then fx(0, 0) = 1 and fy(0, 0) = 0. However,
ˇ

ˇ

ˇ
f(x, y) ´ f(0, 0) ´

[
1 0

] [x
y

]
ˇ

ˇ

ˇ

a

x2 + y2
=

|x|y2

(x2 + y2)
3
2

Ñ̂ 0 as (x, y) Ñ (0, 0).

Therefore, f is not differentiable at (0, 0). On the other hand, f is continuous at (0, 0) since
ˇ

ˇf(x, y) ´ f(0, 0)
ˇ

ˇ =
ˇ

ˇf(x, y)
ˇ

ˇ ď |x| Ñ 0 as (x, y) Ñ (0, 0).
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6.4.2 The product rules

Proposition 6.42. Let (X, } ¨ }X), (Y, } ¨ }Y ) be normed vector spaces, U Ď X be open, and
f : U Ñ Y and g : U Ñ F be differentiable at x0 P U , where F is the scalar field associated
with the vector space Y . Then gf : U Ñ Y is differentiable at x0, and

D(gf)(x0)(v) = g(x0)(Df)(x0)(v) + (Dg)(x0)(v)f(x0) . (6.4.2)

Moreover, if g(x0) ‰ 0, then f

g
: U Ñ Y is also differentiable at x0, and D(

f

g
)(x0) : X Ñ Y

is given by

D
(f
g

)
(x0)(v) =

g(x0)
(
(Df)(x0)(v)

)
´ (Dg)(x0)(v)f(x0)

g2(x0)
. (6.4.3)

Proof. We only prove (6.4.2), and (6.4.3) is left as an exercise.
Define Av = g(x0)(Df)(x0)(v) + (Dg)(x0)(v)f(x0). Then A P B(X,Y ). Moreover,

(gf)(x) ´ (gf)(x0) ´ A(x ´ x0) = g(x0)
(
f(x) ´ f(x0) ´ (Df)(x0)(x ´ x0)

)
+
(
g(x) ´ g(x0) ´ (Dg)(x0)(x ´ x0)

)
f(x)

+
(
(Dg)(x0)(x ´ x0)

)(
f(x) ´ f(x0)

)
.

Since (Dg)(x0) P B(X,F), }(Dg)(x0)}B(X,F) ă 8; thus using the inequality
ˇ

ˇ(Dg)(x0)(x ´ x0)
ˇ

ˇ ď
›

›(Dg)(x0)
›

›

B(X,F)}x ´ x0}X

and the continuity of f at x0 (due to Theorem 6.37), we find that

lim
xÑx0

ˇ

ˇ

ˇ

ˇ

ˇ(Dg)(x0)(x´ x0)
ˇ

ˇ

}x´ x0}X

›

›f(x) ´ f(x0)
›

›

Y

ˇ

ˇ

ˇ
ď lim

xÑx0

›

›(Dg)(x0)
›

›

B(X,F)

›

›f(x) ´ f(x0)
›

›

Y
= 0 .

As a consequence,

lim
xÑx0

›

›(gf)(x) ´ (gf)(x0) ´A(x´ x0)
›

›

Y

}x´ x0}X

ď
ˇ

ˇg(x0)
ˇ

ˇ lim
xÑx0

›

›f(x) ´ f(x0) ´ (Df)(x0)(x´ x0)
›

›

Y

}x´ x0}X

+ lim
xÑx0

[ ˇ
ˇg(x) ´ g(x0) ´ (Dg)(x0)(x´ x0)

ˇ

ˇ

}x´ x0}X
}f(x)}Y

]
+ lim

xÑx0

[ ˇ
ˇ(Dg)(x0)(x´ x0)

ˇ

ˇ

}x´ x0}X

›

›f(x) ´ f(x0)
›

›

Y

]
= 0

which implies that gf is differentiable at x0 with derivative D(gf)(x0) given by (6.4.2). ˝
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6.4.3 The chain rule

Theorem 6.43. Let (X, } ¨ }X), (Y, } ¨ }Y ), (Z, } ¨ }Z) be normed vector spaces, U Ď X and
V Ď Y be open sets. Suppose that f : U Ñ Y is differentiable at x0 P U , f(U) Ď V, and
g : V Ñ Z is differentiable at f(x0). Then the map F = g ˝ f : U Ñ Z defined by

F (x) = g
(
f(x)

)
@x P U

is differentiable at x0, and

(DF )(x0)(h) = (Dg)
(
f(x0)

)(
(Df)(x0)(h)

)
@h P X .

In particular, if X = Rn, Y = Rm and Z = Rℓ, then(
(DF )(x0)

)
ij
=

m
ÿ

k=1

Bgi
Byk

(
f(x0)

)Bfk
Bxj

(x0) .

Proof. To simplify the notation, let y0 = f(x0), A = (Df)(x0) P B(X,Y ), and B =

(Dg)(y0) P B(Y, Z). Let ε ą 0 be given. By the differentiability of f and g at x0 and y0,
there exists δ1, δ2 ą 0 such that if }x ´ x0}X ă δ1 and }y ´ y0}Y ă δ2, we have

}f(x) ´ f(x0) ´ A(x ´ x0)}Y ď min
␣

1,
ε

2(}B} + 1)

(

}x ´ x0}X ,

}g(y) ´ g(y0) ´ B(y ´ y0)}Z ď
ε

2(}A} + 1)
}y ´ y0}Y .

Define

u(h) = f(x0 + h) ´ f(x0) ´ Ah @ }h}X ă δ1 ,

v(k) = g(y0 + k) ´ g(y0) ´ Bk @ }k}Y ă δ2 .

Then if }h}X ă δ1 and }k}Y ă δ2,

}u(h)}Y ď }h}X , }u(h)}Y ď
ε

2(}B} + 1)
}h}X and }v(k)}Z ď

ε

2(}A} + 1)
}k}Y .

Let k = f(x0 + h) ´ f(x0) = Ah+ u(h). Then lim
hÑ0

k = 0; thus there exists δ3 ą 0 such that

}k}Y ă δ2 whenever }h}X ă δ3 .

Since

F (x0 + h) ´ F (x0) = g(y0 + k) ´ g(y0) = Bk + v(k) = B
(
Ah+ u(h)

)
+ v(k)

= BAh+Bu(h) + v(k) ,
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we conclude that if }h}X ă δ = mintδ1, δ3u,

}F (x0 + h) ´ F (x0) ´ BAh}Z ď }Bu(h)}Z + }v(k)}Z ď }B}}u(h)}Y +
ε

2(}A} + 1)
}k}Y

ď
ε

2
}h}X +

ε

2(}A} + 1)

(
}A}}h}X + }u(h)}Y

)
ď
ε

2
}h}X +

ε

2
}h}X = ε}h}X

which implies that F is differentiable at x0 and (DF )(x0) = BA. ˝

Example 6.44. Consider the polar coordinate x = r cos θ, y = r sin θ. Then every function
f : R2 Ñ R is associated with a function F : [0,8) ˆ [0, 2π) Ñ R satisfying

F (r, θ) = f(r cos θ, r sin θ) .

Suppose that f is differentiable. Then F is differentiable, and the chain rule implies that

[
BF

Br

BF

Bθ

]
=

[
Bf

Bx

Bf

By

]Bx

Br

Bx

Bθ
By

Br

By

Bθ

 =

[
Bf

Bx

Bf

By

][cos θ ´r sin θ
sin θ r cos θ

]
.

Therefore, we arrive at the following form of chain rule

B

Br
=

Bx

Br

B

Bx
+

By

Br

B

By
and B

Bθ
=

Bx

Bθ

B

Bx
+

By

Bθ

B

By

which is commonly seen in Calculus textbook.

Example 6.45. Let f : R Ñ R and F : R2 Ñ R be differentiable, and F
(
x, f(x)

)
= 0 and

BF

By
‰ 0. Then f 1(x) = ´

Fx
(
x, f(x)

)
Fy

(
x, f(x)

) , where Fx =
BF

Bx
and Fy =

BF

By
.

Example 6.46. Let γ : (0, 1) Ñ Rn and f : Rn Ñ R be differentiable. Let F (t) = f
(
γ(t)

)
.

Then F 1(t) = (Df)
(
γ(t)

)
γ 1(t).

Example 6.47. Let f(u, v, w) = u2v + wv2 and g(x, y) = (xy, sinx, ex). Let h = f ˝ g :

R2 Ñ R. Find Bh

Bx
.

Way I: Compute Bh

Bx
directly: Since

h(x, y) = f(g(x, y)) = f(xy, sinx, ex) = x2y2 sinx+ ex sin2 x ,

we have
Bh

Bx
= 2xy2 sinx+ x2y2 cosx+ ex sin2 x+ 2ex cosx .
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Way II: Use the chain rule:

Bh

Bx
=

Bf

Bu

Bg1
Bx

+
Bf

Bv

Bg2
Bx

+
Bf

Bw

Bg3
Bx

= 2uv ¨ y + (u2 + 2wv) ¨ cosx+ v2 ¨ ex

= 2xy2 sinx+ (x2y2 + 2ex sinx) cosx+ ex sin2 x.

Example 6.48. Let F (x, y) = f(x2+y2), f : R Ñ R, F : R2 Ñ R. Show that xBF

By
= y

BF

Bx
.

Proof: Let g(x, y) = x2 + y2, g : R2 Ñ R, then F (x, y) = (f ˝ g)(x, y). By the chain rule,[
BF

Bx

BF

By

]
= f 1(g(x, y)) ¨

[
Bg

Bx

Bg

By

]
= f 1(g(x, y))

[
2x 2y

]
which implies that

BF

Bx
= 2xf 1(g(x, y)),

BF

By
= 2yf 1(g(x, y)) .

So y BF

Bx
= f 1(g(x, y))2xy = x

BF

By
.

6.4.4 The mean value theorem

Theorem 6.49. Let U Ď Rn be open, and f : U Ñ Rm with f = (f1, ¨ ¨ ¨ , fm). Suppose that
f is differentiable on U and the line segment joining x and y lies in U . Then there exist
points c1, ¨ ¨ ¨ , cm on that segment such that

fi(y) ´ fi(x) = (Dfi)(ci)(y ´ x) @ i = 1, ¨ ¨ ¨ ,m.

Moreover, if U is convex and sup
xPU

}(Df)(x)}B(Rn,Rm) ď M , then

}f(x) ´ f(y)}Rm ď M}x ´ y}Rn @x, y P U .

Proof. Let γ : [0, 1] Ñ Rn be given by γ(t) = (1´ t)x+ ty. Then by Theorem 6.43, for each
i = 1, ¨ ¨ ¨ ,m, (fi ˝ γ) : [0, 1] Ñ R is differentiable on (0, 1); thus the mean value theorem
(Corollary 4.65) implies that there exists ti P (0, 1) such that

fi(y) ´ fi(x) = (fi ˝ γ)(1) ´ (fi ˝ γ)(0) = (fi ˝ γ)1(ti) = (Dfi)(ci)
(
γ 1(ti)

)
,

where ci = γ(ti). On the other hand, γ 1(ti) = y ´ x.
Let g(t) = (f ˝ γ)(t). Then the chain rule implies that g 1(t) = (Df)(γ(t))(y ´ x); thus

}g 1(t)}Rm ď }(Df)(γ(t))}B(Rn,Rm)}y ´ x}Rm ď M}x ´ y}Rn .
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Define h(t) =
(
g(1) ´ g(0)

)
¨ g(t). Then h : [0, 1] Ñ R is differentiable; thus by the mean

value theorem (Corollary 4.65) we find that there exists ξ P (0, 1) such that

h(1) ´ h(0) = h 1(ξ) =
(
g(1) ´ g(0)

)
¨ g 1(ξ) ;

thus by the fact that g(0) = f(x) and g(1) = f(y),

}f(x) ´ f(y)}2Rm = h(1) ´ h(0) ď }g(1) ´ g(0)}Rm}g 1(ξ)}Rm

ď M}f(x) ´ f(y)}Rm}x ´ y}Rn

which concludes the theorem. ˝

Example 6.50. Let f : [0, 1] Ñ R2 be given by f(t) = (t2, t3). Then there is no s P (0, 1)

such that
(1, 1) = f(1) ´ f(0) = f 1(s)(1 ´ 0) = f 1(s)

since f 1(s) = (2s, 3s2) ‰ (1, 1) for all s P (0, 1).

Example 6.51. Let f : R Ñ R2 be given by f(x) = (cosx, sinx). Then f(2π) ´ f(0) =

(0, 0); however, f 1(x) = (´ sinx, cosx) which cannot be a zero vector.

Example 6.52. Let f be given in Example 6.30, and U be a small neighborhood of the
curve

C =
␣

(x, y)
ˇ

ˇx2 + y2 = 1, x ď 0
(

Y
␣

(x,˘1) | 0 ď x ď 1
(

.

Then
f(1,´1) ´ f(1, 1) =

3π

2
.

On the other hand,

(Df)(x, y)(0,´2) =
[

´y

x2 + y2
x

x2 + y2

] [ 0
´2

]
= ´

2x

x2 + y2

which can never be 3π

2
since

ˇ

ˇ

2x

x2 + y2

ˇ

ˇ ď 3 if (x, y) P U while 3π

2
ą 3. Therefore, no point

(x, y) in U validates

(Df)(x, y)
(
(1,´1) ´ (1, 1)

)
= f(1,´1) ´ f(1, 1) .
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Example 6.53. Suppose that A Ď Rn is an open convex set, and f : A Ñ Rm is differen-
tiable and Df(x) = 0 for all x P A. Then f is a constant; that is, for some α P Rm we have
f(x) = α for all x P A.
Reason: Since A is convex, then the Mean Value Theorem can be applied to any x, y P A

such that fi(x)´fi(y) = Dfi(ci)(x´y) = 0 (7 Dfi = 0) for i = 1, 2, ¨ ¨ ¨ ,m; thus f(x) = f(y)

for any x, y P A. Let α = f(x) P Rm, then we reach the conclusion.

Example 6.54. Let f : [0,8) Ñ R be continuous and be differentiable on (0,8). Suppose
that f(0) = 0 and f 1(x) is non-decreasing (that is, if x ă y, then f 1(x) ď f 1(y)). Show that
g : (0,8) Ñ R, g(x) = f(x)

x
is also non-decreasing.

Proof: It suffices to prove g1(x) ě 0. Since f is differentiable on (0,8), then g is differentiable

on (0,8), and g1(x) =
xf 1(x) ´ f(x)

x2
. Hence

g1(x) ě 0 ô xf 1(x) ě f(x) .

Let x ą 0 be fixed. Applying the Mean Value Theorem to f we find that

D c P (0, x) Q f(x) = f(x) ´ f(0) = f 1(c)(x ´ 0) ď xf 1(x) .

6.5 Directional Derivatives and Gradient Vectors
Definition 6.55. Let f be real-valued and defined on a neighborhood of x0 P Rn, and let
v P Rn be a unit vector. Then

(Dvf)(x0) ”
d

dt

ˇ

ˇ

ˇ

t=0
f(x0 + tv) = lim

tÑ0

f(x0 + tv) ´ f(x0)

t

is called the directional derivative（方向導數）of f at x0 in the direction v.

Remark 6.56. Let tejunj=1 be the standard basis of Rn. Then the partial derivative Bf

Bxj
(x0)

(if it exists) is the directional derivative of f at x0 in the direction ej.

Theorem 6.57. Let U Ď Rn be open, and f : U Ñ R be differentiable at x0. Then the
directional derivative of f at x0 in the direction v is (Df)(x0)(v).

Proof. Let ε ą 0 be given. Since f is differentiable at x0, there exists δ ą 0 such that
ˇ

ˇf(x) ´ f(x0) ´ (Df)(x0)(x ´ x0)
ˇ

ˇ ď
ε

2
}x ´ x0}Rn whenever }x ´ x0}Rn ă δ .
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In particular, if x = x0 + tv with v being a unit vector in Rn and 0 ă |t| ă δ, then
ˇ

ˇ

ˇ

f(x0 + tv) ´ f(x0)

t
´ (Df)(x0)(v)

ˇ

ˇ

ˇ
=

ˇ

ˇf(x0 + tv) ´ f(x0) ´ (Df)(x0)(tv)
ˇ

ˇ

|t|

=

ˇ

ˇf(x) ´ f(x0) ´ (Df)(x0)(x ´ x0)
ˇ

ˇ

|t|
ď
ε

2
ă ε ;

thus (Dvf)(x0) = (Df)(x0)(v). ˝

Remark 6.58. When v P Rn but 0 ă }v}Rn ‰ 1, we let v =
v

}v}Rn
. Then the direction

derivatives of a function f : U Ď Rn Ñ R at a P U in the direction v is

(Dvf)(a) = lim
tÑ0

f(a+ tv) ´ f(a)

t
.

Making a change of variable s = t

}v}Rn
. Then

(Df)(x0)(v) = }v}Rn(Df)(x0)(v) = }v}Rn lim
tÑ0

f(a+ tv) ´ f(a)

t
= lim

sÑ0

f(a+ sv) ´ f(a)

s
.

We sometimes also call the value (Df)(x0)(v) the “directional derivative” of f in the “direc-
tion” v.

Example 6.59. The existence of directional derivatives of a function f at x0 in all directions
does not guarantee the differentiability of f at x0. For example, let f : R2 Ñ R be given as
in Example 6.41, and v = (v1, v2) P R2 be a unit vector. Then

(Dvf)(0) = lim
tÑ0

f(tv1, tv2) ´ f(0, 0)

t
= v3

1 .

However, f is not differentiable at (0, 0). We also note that in this example, (Dvf)(0) ‰

(Jf)(0)v, where (Jf)(0) =

[
Bf

Bx
(0, 0)

Bf

By
(0, 0)

]
=

[
1 0

]
is the Jacobian matrix of f at (0, 0).

Example 6.60. The existence of directional derivatives of a function f at x0 in all directions
does not even guarantee the continuity of f at x0. For example, let f : R2 Ñ R be given by

f(x, y) =

$

&

%

xy2

x2 + y4
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) ,

and v = (v1, v2) P R2 be a unit vector. Then if v1 ‰ 0,

(Dvf)(0) = lim
tÑ0

f(tv1, tv2) ´ f(0, 0)

t
= lim

tÑ0

t3v1v2
2

t(t2v2
1 + t4v4

2)
=

v2
2

v1
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while if v1 = 0,

(Dvf)(0) = lim
tÑ0

f(tv1, tv2) ´ f(0, 0)

t
= 0 .

However, f is not continuous at (0, 0) since if (x, y) approaches (0, 0) along the curve x = my2

with m ‰ 0, we have

lim
yÑ0

f(my2, y) = lim
yÑ0

my4

m2y4 + y4
=

m

m2 + 1

which depends on m. Therefore, f is not continuous at (0, 0).

Example 6.61. Here comes another example showing that a function having directional
derivative in all directions might not be continuous. Let f : R2 Ñ R be given by

f(x, y) =

# xy

x+ y2
if x+ y2 ‰ 0 ,

0 if x+ y2 = 0 ,

and v = (v1, v2) P R2 be a unit vector. Then if v1 ‰ 0,

(Dvf)(0) = lim
tÑ0

f(tv1, tv2) ´ f(0, 0)

t
= lim

tÑ0

t2v1v2

t(tv1 + t2v2
2)

= v2

while if v1 = 0,

(Dvf)(0) = lim
tÑ0

f(tv1, tv2) ´ f(0, 0)

t
= 0 .

However, f is not continuous at (0, 0) since if (x, y) approaches (0, 0) along the polar curve

θ(r) =
π

2
+ sin´1(r ´ mr2) 0 ă r ! 1 ,

we have

lim
(x,y)Ñ(0,0)

x=r cos θ(r),y=r sin θ(r)

f(x, y) = lim
rÑ0+

r2 cos θ(r) sin θ(r)
r2 sin2 θ(r) + r cos θ(r)

= lim
rÑ0+

r(´r +mr2) sin θ(r)
r sin2 θ(r) ´ r +mr2

= lim
rÑ0+

(´r +mr2) sin θ(r)
sin2 θ(r) ´ 1 +mr

=
´1

m

which depends on m. Therefore, f is not continuous at (0, 0).

Definition 6.62. Let U Ď Rn be an open set. The derivative of a scalar function f : U Ñ R
is called the gradient of f and is denoted by gradf or ∇f .
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Let U Ď Rn be an open set, a P U and f : U Ñ R be a real-valued function. Suppose
that f P C 1(U ;R) and (∇f)(a) ‰ 0. Then Bf

Bxk
(a) ‰ 0 for some 1 ď k ď n. W.L.O.G.,

we can assume that Bf

Bxn
(a) ‰ 0. By the implicit function theorem, there exists an open

neighborhood V Ď Rn´1 of (a1, ¨ ¨ ¨ , an´1) and an open neighborhood W Ď R of an, as well as
a C 1-function φ : V Ñ R such that in a neighborhood of a the level set

␣

x P U
ˇ

ˇ f(x) = f(a)
(

can be represented by xn = φ(x1, ¨ ¨ ¨ , xn´1); that is,

f
(
x1, ¨ ¨ ¨ , xn´1, φ(x1, ¨ ¨ ¨ , xn´1)

)
= f(a) @ (x1, ¨ ¨ ¨ , xn´1) P V .

Moreover,

φxj(x1, ¨ ¨ ¨ , xn´1) = ´
fxj

(
x1, ¨ ¨ ¨ , xn´1, φ(x1, ¨ ¨ ¨ , xn´1)

)
fxn

(
x1, ¨ ¨ ¨ , xn´1, φ(x1, ¨ ¨ ¨ , xn´1)

) @ (x1, ¨ ¨ ¨ , xn´1) P V .

Consider the collection of vectors tvju
n´1
j=1 given by

vj =
B

Bxj

ˇ

ˇ

ˇ

x=a

(
x1, ¨ ¨ ¨ , xn´1, φ(x1, ¨ ¨ ¨ , xn´1)

)
(x1, ¨ ¨ ¨ , xn´1) P V .

Then v1
js are tangent vectors of the level surface. If tejunj=1 is the standard basis of Rn, then

vj = ej +
(
0, ¨ ¨ ¨ , 0, φxj(a1, ¨ ¨ ¨ , an´1)

)
= ej ´

(
0, ¨ ¨ ¨ , 0,

fxj (a)

fxn(a)

)
.

Therefore, the gradient vector (∇f)(a) is perpendicular to vj for all 1 ď j ď n ´ 1 which
conclude the following

Proposition 6.63. Let U Ď Rn be open and f P C 1(U ;R); that is, f : U Ñ R is contin-

uously differentiable. Then if (∇f)(x0) ‰ 0, the vector (∇f)(x0)
}(∇f)(x0)}Rn

is the unit normal to

the level set
␣

x P U
ˇ

ˇ f(x) = f(x0)
(

at x0.

Example 6.64. Find the normal to S =
␣

(x, y, z)
ˇ

ˇx2 + y2 + z2 = 3
(

at (1, 1, 1) P S.
Solution: Take f(x, y, z) = x2 + y2 + z2 ´ 3. Then (∇f)(x, y, z) = (2x, 2y, 2z); thus
(∇f)(1, 1, 1) = (2, 2, 2) is normal to S at (1, 1, 1).

Example 6.65. Consider the surface

S =
␣

(x, y, z) P R3
ˇ

ˇx2 ´ y2 + xyz = 1
(

.

Find the tangent plane of S at (1, 0, 1).
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Solution: Let f(x, y, z) = x2 ´ y2 + xyz. Then

S =
␣

(x, y, z) P R3 | f(x, y, z) = f(1, 0, 1)
(

;

that is, S is a level set of f . Since (∇f)(1, 0, 1) = (2, 1, 0) ‰ (0, 0, 0), (2, 1, 0) is normal to
S at (1, 0, 1); thus the tangent plane of S at (1, 0, 1) is 2(x ´ 1) + y = 0. ˝

Proposition 6.66. Let f : Rn Ñ R be differentiable. Then ˘
∇f

}∇f}Rn
is the direction in

which the function f increases/decreases most rapidly（最速上升／下降方向）.

Proof. Let x0 P Rn be given. Suppose that f increases most rapidly in the direction v,
then (Dvf)(x0) = sup

}w}Rn=1

(Dwf)(x0). Since f is differentiable, (Dwf)(x0) = (Df)(x0)(w) =

(∇f)(x0) ¨ w which is maximized in the direction (∇f)(x0)
}(∇f)(x0)}Rn

. ˝

Example 6.67. Let f : R3 Ñ R be given by f(x, y, z) = x2y sin z. Find the direction of
the greatest rate of change at (3, 2, 0).
Solution: We compute the gradient of f at (3, 2, 0) as follows:

(∇f)(3, 2, 0) =
(Bf

Bx
(3, 2, 0),

Bf

By
(3, 2, 0),

Bf

Bz
(3, 2, 0)

)
= (2xy sin z, x2 sin z, x2y cos z)

ˇ

ˇ

(x,y,z)=(3,,2,0)
= (0, 0, 18).

Therefore, the direction of the greatest rate of change of f at (3, 2, 0) is (0, 0, 1).

6.6 Higher Order Derivatives of Functions
Let U Ď Rn be open, and f : U Ñ Rm is differentiable. By Proposition 6.5, the space(
B(Rn,Rm), } ¨}B(Rn,Rm)

)
is a normed space (in fact, it is a Banach space), so it is legitimate

to ask if Df : U Ñ B(Rn,Rm) is differentiable or not. If Df is differentiable at x0, we
call f twice differentiable at x0, and denote the twice derivative of f at x0 as (D2f)(x0). If
Df is differentiable on U , then D2f : U Ñ B

(
Rn,B(Rn,Rm)

)
. Similar, we can talk about

three times differentiability of a function if it is twice differentiable. In general, we have the
following

Definition 6.68. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be normed spaces, and U Ď X be open. A
function f : U Ñ Y is said to be twice differentiable at a P U if
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1. f is (once) differentiable in a neighborhood of a;

2. there exists L2 P B
(
X,B(X,Y )

)
, usually denoted by (D2f)(a) and called the second

derivative of f at a, such that

lim
xÑa

›

›(Df)(x) ´ (Df)(a) ´ L2(x ´ a)
›

›

B(X,Y )

}x ´ a}X
= 0 .

For any two vectors u, v P X, (D2f)(a)(v) P B(X,Y ) and (D2f)(a)(v)(u) P Y . The vector
(D2f)(a)(v)(u) is usually denoted by (D2f)(a)(u, v).

In general, a function f is said to be k-times differentiable at a P U if

1. f is (k ´ 1)-times differentiable in a neighborhood of a;

2. there exists Lk P B(X,B(X, ¨ ¨ ¨ ,B(X
loooooooooomoooooooooon

k copies of “X”

, Y ) ¨ ¨ ¨ ))
loomoon

k copies of “)”

, usually denoted by (Dkf)(a) and

called the k-th derivative of f at a, such that

lim
xÑa

›

›(Dk´1f)(x) ´ (Dk´1f)(a) ´ Lk(x ´ a)
›

›

B(X,B(X,¨¨¨ ,B(X,Y )¨¨¨ ))

}x ´ a}X
= 0 .

For any k vectors u(1), ¨ ¨ ¨u(k) P X, the vector (Dkf)(a)(u(1), ¨ ¨ ¨ , u(k)) is defined as the
vector

(Dkf)(a)(u(k))(u(k´1)) ¨ ¨ ¨ (u(1)) .

Example 6.69. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be two normed spaces, and f(x) = Lx for
some L P B(X,Y ). From Example 6.15, (Df)(x0) = L for all x0 P X; thus (D2f)(x0) = 0

since Df : U P B(X,Y ) is a “constant” map. In fact, one can also conclude from

lim
xÑx0

›

›(Df)(x) ´ (Df)(x0) ´ 0(x´ x0)
›

›

B(X,Y )

}x´ x0}X
= 0

that (D2f)(x0) = 0 for all x0 P X.

Remark 6.70. We focus on what (Dkf)(a)(uk)(¨ ¨ ¨ )(u1) means in this remark. We first
look at the case that f is twice differentiable at a. With x = a+ tv for v P X with }v}X = 1

in the definition, we find that

lim
tÑ0

›

›(Df)(a+ tv) ´ (Df)(a) ´ t(D2f)(a)(v)
›

›

B(X,Y )

|t|
= 0 .
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Since (Df)(a + tv) ´ (Df)(a) ´ t(D2f)(a)(v) P B(X,Y ), for all u P X with }u}X = 1 we
have

lim
tÑ0

›

›(Df)(a+ tv)(u) ´ (Df)(a)(u) ´ t(D2f)(a)(v)(u)
›

›

Y

|t|

= lim
tÑ0

›

›

[
(Df)(a+ tv) ´ (Df)(a) ´ t(D2f)(a)(v)

]
(u)

›

›

Y

|t|

ď lim
tÑ0

›

›(Df)(a+ tv) ´ (Df)(a) ´ t(D2f)(a)(v)
›

›

B(X,Y )

|t|
= 0 .

On the other hand, by the definition of the direction derivative,

(Df)(a+ tv)(u) ´ (Df)(a)(u) = lim
sÑ0

[
f(a+ tv + su) ´ f(a+ tv)

s
´
f(a+ su) ´ f(a)

s

]
;

thus the limit above implies that

(D2f)(a)(v)(u) = lim
tÑ0

lim
sÑ0

f(a+ tv + su) ´ f(a+ tv) ´ f(a+ su) + f(a)

st

= lim
tÑ0

lim
sÑ0

f(a+ tv + su) ´ f(a+ tv)

s
´ lim
sÑ0

f(a+ su) ´ f(a)

s
t

= Dv(Duf)(a) .

Therefore, (D2f)(a)(v)(u) is obtained by first differentiating f near a in the u-direction,
then differentiating (Df) at a in the v-direction.

In general, (Dkf)(a)(uk) ¨ ¨ ¨ (u1) is obtained by first differentiating f near a in the u1-
direction, then differentiating (Df) near a in the u2-direction, and so on, and finally differ-
entiating (Dk´1f) at a in the uk-direction.

Remark 6.71. Since (D2f)(a) P B(X,B(X,Y )), if v1, v2 P X and c P R, we have
(D2f)(a)(cv1 + v2) = c(D2f)(a)(v1) + (D2f)(a)(v2) (treated as “vectors” in B(X,Y )); thus

(D2f)(a)(cv1 + v2)(u) = c(D2f)(a)(v1)(u) + (D2f)(a)(v2)(u) @u, v1, v2 P X .

On the other hand, since (D2f)(a)(v) P B(X,Y ),

(D2f)(a)(v)(cu1 + u2) = c(D2f)(a)(v)(u1) + (D2f)(a)(v)(u2) @u1, u2, v P X .

Therefore, (D2f)(a)(v)(u) is linear in both u and v variables. A map with such kind of
property is called a bilinear map (meaning 2-linear). In particular, (D2f)(a) : XˆX Ñ Y

is a bilinear map.
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In general, the vector (Dkf)(a)(u(1), ¨ ¨ ¨ , u(k)) is linear in u(1), ¨ ¨ ¨ , u(k); that is,

(Dkf)(a)(u(1), ¨ ¨ ¨ , u(i´1), αv + βw, u(i+1), ¨ ¨ ¨ , u(k))

= α(Dkf)(a)(u(1), ¨ ¨ ¨ , u(i´1), v, u(i+1), ¨ ¨ ¨ , u(k))

+ β(Dkf)(a)(u(1), ¨ ¨ ¨ , u(i´1), w, u(i+1), ¨ ¨ ¨ , u(k))

for all v, w P X, α, β P R, and i = 1, ¨ ¨ ¨ , n. Such kind of map which is linear in each
component when the other k ´ 1 components are fixed is called k-linear.

Consider the case that X is finite dimensional with dim(X) = n,
␣

e1, e2, . . . , en
(

is a basis
of X, and Y = R. Then (D2f)(a) : X ˆ X Ñ Y is a bilinear form (here the term “form”
means that Y = R). A bilinear form B : X ˆ X Ñ R can be represented as follows: Let
aij = B(ei, ej) P R for i, j = 1, 2, ¨ ¨ ¨ , n. Given x, y P Rn, write u =

n
ř

i=1

uiei and v =
n
ř

j=1

vjej.

Then by the bilinearity of B,

B(u, v) = B
( n
ÿ

i=1

uiei,
n
ÿ

j=1

vjej
)
=

n
ÿ

i,j=1

uivjaij =
[
u1 ¨ ¨ ¨ un

] a11 ¨ ¨ ¨ a1n
... . . . ...
an1 ¨ ¨ ¨ ann


v1...
vn

 .
Therefore, if f : U Ď Rn Ñ R is twice differentiable at a, then the bilinear form (D2f)(a)

can be represented as

(D2f)(a)(u, v) =
[
u1 ¨ ¨ ¨ un

] 
(D2f)(e1, e1) ¨ ¨ ¨ (D2f)(a)(e1, en)

... . . . ...
(D2f)(en, e1) ¨ ¨ ¨ (D2f)(a)(en, en)


v1...
vn

 .
The following proposition is an analogy of Proposition 6.27. The proof is similar to the

one of Proposition 6.27, and is left as an exercise.

Proposition 6.72. Let U Ď Rn be open, x0 P U , and f = (f1, ¨ ¨ ¨ , fm) : U Ñ Rm. Then
f is k-times differentiable at x0 if and only if fi is k-times differentiable at x0 for all
i = 1, ¨ ¨ ¨ ,m.

Due to the proposition above, when talking about the higher-order differentiability of
f : U Ď Rn Ñ Rm and a point x0 P U , from now on we only focus on the case m = 1.

Example 6.73. In this example, we focus on what the second derivative (D2f)(a) of a
function f is, or in particular, what (D2f)(a)(ei, ej) (which appears in the Remark 6.71) is,
if X = R2.
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Let f : R2 Ñ R be differentiable, then[
(Df)(x, y)

]
=

[
fx(x, y) fy(x, y)

]
=

[
Bf

Bx
(x, y)

Bf

By
(x, y)

]
.

Suppose that f is twice differentiable at (a, b), and let L2 = (D2f)(a, b). Then

lim
(x,y)Ñ(a,b)

›

›(Df)(x, y) ´ (Df)(a, b) ´ L2

(
(x´ a, y ´ b)

)›
›

B(R2,R)
a

(x´ a)2 + (y ´ b)2
= 0

or equivalently,

lim
(x,y)Ñ(a,b)

›

›

[
fx(x, y) fy(x, y)

]
´
[
fx(a, b) fy(a, b)

]
´
[
L2

(
(x´ a, y ´ b)

)]›
›

B(R2,R)
a

(x´ a)2 + (y ´ b)2
= 0 ,

where
[
L2

(
(x´a, y´b)

)]
denotes the matrix representation of the linear map L2

(
(x´a, y´

b)
)

P B(R2,R). In particular, we must have

lim
xÑa

›

›

›

[
fx(x, b) ´ fx(a, b)

x´ a

fy(x, b) ´ fy(a, b)

x´ a

]
´
[
L2e1

]›
›

›

B(R2,R)
= 0

and

lim
yÑb

›

›

›

[
fx(a, y) ´ fx(a, b)

y ´ b

fy(a, y) ´ fy(a, b)

y ´ b

]
´
[
L2e2

]›
›

›

B(R2,R)
= 0 .

Using the notation of second partial derivatives, we find that[
L2e1

]
=

[
fxx(a, b) fyx(a, b)

]
and

[
L2e2

]
=

[
fxy(a, b) fyy(a, b)

]
,

where fxy = (fx)y =
B

By

(
Bf

Bx

)
and fyx = (fy)x =

B

Bx

(
Bf

By

)
. Therefore, if v = v1e1 + v2e2,

[L2v] =
[
L2(v1e1 + v2e2)

]
=

[
v1fxx(a, b) + v2fxy(a, b) v1fyx(a, b) + v2fyy(a, b)

]
. (6.6.1)

Symbolically, we can write[
L2

]
=

[ [
fxx(a, b) fyx(a, b)

] [
fxy(a, b) fyy(a, b)

] ]
so that[

L2(v1e1 + v2e2)
]
=

[
L2

] [v1
v2

]
=

[ [
fxx(a, b) fyx(a, b)

] [
fxy(a, b) fyy(a, b)

] ] [v1
v2

]
= v1

[
fxx(a, b) fyx(a, b)

]
+ v2

[
fxy(a, b) fyy(a, b)

]
.
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For two vectors u and v, what does (D2f)(a, b)(v)(u) or (D2f)(a, b)(u, v) mean? To see
this, let u = u1e1 + u2e2 and v = v1e1 + v2e2. Then[

(D2f)(a, b)(v)(u)
]
=

[
(D2f)(a, b)(v)

][
u
]
=

[
L2(v1e1 + v2e2)

] [u1
u2

]
= v1

[
fxx(a, b) fyx(a, b)

] [u1
u2

]
+ v2

[
fxy(a, b) fyy(a, b)

] [u1
u2

]
=

[
v1 v2

] [fxx(a, b) fyx(a, b)
fxy(a, b) fyy(a, b)

] [
u1
u2

]
.

Therefore, (D2f)(a, b)(e1, e1) = fxx(a, b), (D2f)(a, b)(e1, e2) = fxy(a, b), (D2f)(a, b)(e2, e1) =
fyx(a, b) and (D2f)(a, b)(e2, e2) = fyy(a, b).

On the other hand, we can identify B(R2;R) as R2 (every 1ˆ2 matrix is a “row” vector),
and treat g ”

[
Df

]T
: R2 Ñ R2 as a vector-valued function. By Theorem 6.21 (Dg)(a, b)

can be represented as a 2 ˆ 2 matrix given by[
(Dg)(a, b)

]
=

[
fxx(a, b) fxy(a, b)
fyx(a, b) fyy(a, b)

]
.

We note that the representation above means

lim
(x,y)Ñ(a,b)

›

›

›

[
fx(x, y)
fy(x, y)

]
´

[
fx(a, b)
fy(a, b)

]
´

[
fxx(a, b) fxy(a, b)
fyx(a, b) fyy(a, b)

] [
x´ a
y ´ b

]
›

›

›

R2

a

(x´ a)2 + (y ´ b)2
= 0 .

The equality above is equivalent to that

lim
(x,y)Ñ(a,b)

›

›

›

[
(Df)(x, y)

]
´
[
(Df)(a, b)

]
´
[
x´ a y ´ b

] [fxx(a, b) fyx(a, b)
fxy(a, b) fyy(a, b)

]
›

›

›

R2

a

(x´ a)2 + (y ´ b)2
= 0

According to the equality above, L2 = (D2f)(a, b) should be defined by[
L2(v1e1 + v2e2)

]
=

[
v1 v2

] [fxx(a, b) fyx(a, b)
fxy(a, b) fyy(a, b)

]
=

([
fxx(a, b) fxy(a, b)
fyx(a, b) fyy(a, b)

] [
v1
v2

])T

which agrees with what (6.6.1) provides.

Proposition 6.74. Let U Ď Rn be open, and f : U Ñ R. Suppose that f is k-times
differentiable at a. Then for k vectors u(1), ¨ ¨ ¨ , u(k) P Rn,

(Dkf)(a)(u(1), ¨ ¨ ¨ , u(k)) =
n
ÿ

j1,¨¨¨ ,jk=1

Bkf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

(a)u
(1)
j1
u
(2)
j2

¨ ¨ ¨u
(k)
jk

=
n
ÿ

j1,¨¨¨ ,jk=1

B

Bxjk

(
B

Bxjk´1

(
¨ ¨ ¨

B

Bxj2

(
Bf

Bxj1

)
¨ ¨ ¨

))
(a)u

(1)
j1
u
(2)
j2

¨ ¨ ¨u
(k)
jk
,
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where u(i) = (u
(i)
1 , u

(i)
2 , ¨ ¨ ¨ , u

(i)
n ) for all i = 1, ¨ ¨ ¨ , k.（上標括號中的數字指所給定的 k 個向

量中的第幾個向量，下標指每一個固定向量的第幾個分量）

Proof. Let tejunj=1 be the standard basis of Rn. By Remark 6.71 (on multi-linearity), it
suffices to show that

(Dkf)(a)(ejk)(ejk´1
) ¨ ¨ ¨ (ej2)(ej1) = (Dkf)(a)(ej1 , ¨ ¨ ¨ , ejk) =

Bkf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

(a) (6.6.2)

provided that f is k-times differentiable at a since if so, we must have

(Dkf)(a)(u(1), ¨ ¨ ¨ , u(k)) = (Dkf)(a)
( n
ÿ

j1=1

u
(1)
j1

ej1 , ¨ ¨ ¨ ,
n
ÿ

jk=1

u
(k)
jk

ejk
)

=
n
ÿ

j1=1

n
ÿ

j2=1

¨ ¨ ¨

n
ÿ

jk=1

(Dkf)(a)(ej1 , ¨ ¨ ¨ , ejk)u
(1)
j1
u
(2)
j2

¨ ¨ ¨u
(k)
jk

=
n
ÿ

j1,¨¨¨ ,jk=1

Bkf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

(a)u
(1)
j1
u
(2)
j2

¨ ¨ ¨u
(k)
jk
.

We prove the proposition by induction. Note that the case k = 1 is true because of Theorem
6.21. Next we assume that (6.6.2) holds true for k = ℓ if f is (ℓ´1)-times differentiable in a
neighborhood of a and f is ℓ-times differentiable at a. Now we show that (6.6.2) also holds
true for k = ℓ+1 if f is ℓ-times differentiable in a neighborhood of a, and f is (ℓ+1)-times
differentiable at a. By the definition of (ℓ+ 1)-times differentiability at a,

lim
xÑa

›

›(Dℓf)(x) ´ (Dℓf)(a) ´ (Dℓ+1f)(a)(x´ a)
›

›

B(Rn,B(Rn,¨¨¨ ,B(Rn,R)¨¨¨ ))

}x´ a}Rn
= 0 .

Since

ˇ

ˇ

ˇ

[
(Dℓf)(x) ´ (Dℓf)(a) ´ (Dℓ+1f)(a)(x ´ a)

]
(ejℓ) ¨ ¨ ¨ (ej2)(ej1)

ˇ

ˇ

ˇ

ď

›

›

›

[
(Dℓf)(x) ´ (Dℓf)(a) ´ (Dℓ+1f)(a)(x ´ a)

]
(ejℓ) ¨ ¨ ¨ (ej2)

›

›

›

B(Rn,R)
}ej1}Rn

ď
›

›(Dℓf)(x) ´ (Dℓf)(a) ´ (Dℓ+1f)(a)(x ´ a)
›

›

B(Rn,B(Rn,¨¨¨ ,B(Rn,R)¨¨¨ ))}ej1}Rn ¨ ¨ ¨ }ejℓ}Rn

=
›

›(Dℓf)(x) ´ (Dℓf)(a) ´ (Dℓ+1f)(a)(x ´ a)
›

›

B(Rn,B(Rn,¨¨¨ ,B(Rn,R)¨¨¨ )) ,
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using (6.6.2) (for the case k = ℓ) we conclude that

lim
xÑa

ˇ

ˇ

ˇ

Bℓf

BxjℓBxjk´1
¨ ¨ ¨ Bxj1

(x) ´
Bℓf

BxjℓBxjk´1
¨ ¨ ¨ Bxj1

(a) ´ (Dℓ+1f)(a)(ej1 , ¨ ¨ ¨ , ejℓ , x´ a)
ˇ

ˇ

ˇ

}x´ a}Rn

= lim
xÑa

ˇ

ˇ(Dℓf)(x)(ej1 , ¨ ¨ ¨ , ejℓ) ´ (Dℓf)(a)(ej1 , ¨ ¨ ¨ , ejℓ) ´ (Dℓ+1f)(a)(x´ a)(ej1 , ¨ ¨ ¨ , ejℓ)
ˇ

ˇ

}x´ a}Rn

ď lim
xÑa

›

›(Dℓf)(x) ´ (Dℓf)(a) ´ (Dℓ+1f)(a)(x´ a)
›

›

B(Rn,B(Rn,¨¨¨ ,B(Rn,R)¨¨¨ ))

}x´ a}Rn
= 0 .

In particular, if x = a+tejℓ+1
for some jℓ+1 = 1, ¨ ¨ ¨ , n, by the definition of partial derivatives

we conclude that

(Dℓ+1f)(a)(ej1 , ¨ ¨ ¨ , ejℓ , ejℓ+1
) = lim

tÑ0

Bℓf

BxjℓBxjk´1
¨ ¨ ¨ Bxj1

(a+ tejℓ+1
) ´

Bℓf

BxjℓBxjk´1
¨ ¨ ¨ Bxj1

(a)

t

=
Bℓ+1f

Bxjℓ+1
BxjℓBxjk´1

¨ ¨ ¨ Bxj1
(a)

which is (6.6.2) for the case k = ℓ+ 1. ˝

Example 6.75. Let f : R2 Ñ R be given by f(x1, x2) = x21 cosx2, and u(1) = (2, 0),
u(2) = (1, 1), u(3) = (0,´1). Suppose that f is three-times differentiable at a = (0, 0) (in
fact it is, but we have not talked about this yet). Then

(D3f)(a)(u(1), u(2), u(3)) =
2
ÿ

i,j,k=1

B3f

BxkBxjBxi
(a)u

(1)
i u

(2)
j u

(3)
k =

2
ÿ

j=1

B3f

Bx2BxjBx1
(a) ¨ 2 ¨ u

(2)
j ¨ (´1)

=
B3f

Bx2Bx21
(0, 0) ¨ 2 ¨ 1 ¨ (´1) +

B3f

Bx22Bx1
(0, 0) ¨ 2 ¨ 1 ¨ (´1) = 0 .

Corollary 6.76. Let U Ď Rn be open, and f : U Ñ R be (k + 1)-times differentiable at a.
Then for u(1), ¨ ¨ ¨ , u(k), u(k+1) P Rn,

(Dk+1f)(a)(u(1), ¨ ¨ ¨ , u(k), u(k+1)) =
n
ÿ

j=1

u
(k+1)
j

B

Bxj

ˇ

ˇ

ˇ

x=a
(Dkf)(x)(u(1), ¨ ¨ ¨ , u(k)) .

In other words, (using the terminology in Remark 6.58) (Dk+1f)(a)(u(1), ¨ ¨ ¨ , u(k), u(k+1)) is
the “directional derivative” of the function (Dkf)(¨)(u(1), ¨ ¨ ¨ , u(k)) at a in the “direction”
u(k+1).
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Proof. By Proposition 6.74,

(Dk+1f)(a)(u(1), ¨ ¨ ¨ , u(k), u(k+1)) =
n
ÿ

j1,¨¨¨ ,jk,jk+1=1

Bk+1f

Bxjk+1
Bxjk ¨ ¨ ¨ Bxj1

(a)u
(1)
j1

¨ ¨ ¨u
(k)
jk
u
(k+1)
jk+1

=
n
ÿ

jk+1=1

u
(k+1)
jk+1

n
ÿ

j1,¨¨¨ ,jk=1

Bk+1f

Bxjk+1
Bxjk ¨ ¨ ¨ Bxj1

(a)u
(1)
j1

¨ ¨ ¨u
(k)
jk

=
n
ÿ

jk+1=1

u
(k+1)
jk+1

B

Bxjk+1

ˇ

ˇ

ˇ

x=a

n
ÿ

j1,¨¨¨ ,jk=1

Bkf

Bxjk ¨ ¨ ¨ Bxj1
(x)u

(1)
j1

¨ ¨ ¨u
(k)
jk

=
n
ÿ

jk+1=1

u
(k+1)
jk+1

B

Bxjk+1

ˇ

ˇ

ˇ

x=a
(Dkf)(x)(u(1), ¨ ¨ ¨ , u(k)) . ˝

Example 6.77. Let f : R2 Ñ R be twice differentiable at a = (a1, a2) P R2. Then the
proposition above suggests that for u = (u1, u2), v = (v1, v2) P R2,

(D2f)(a)(v)(u) = (D2f)(a)(u, v) =
2
ÿ

i,j=1

B2f

BxjBxi
(a)uivj

=
B2f

Bx21
(a)u1v1 +

B2f

Bx2Bx1
(a)u1v2 +

B2f

Bx1Bx2
(a)u2v1 +

B2f

Bx22
(a)u2v2

=
[
u1 u2

] 
B2f

Bx21
(a)

B2f

Bx2Bx1
(a)

B2f

Bx1Bx2
(a)

B2f

Bx22
(a)

[
v1
v2

]
.

In general, if f : Rn Ñ R be twice differentiable at a = (a1, ¨ ¨ ¨ , an) P Rn. Then for
u = (u1, ¨ ¨ ¨ , un), v = (v1, ¨ ¨ ¨ , vn) P R2

(D2f)(a)(v)(u) =
[
u1 ¨ ¨ ¨ un

]


B2f

Bx21
(a) ¨ ¨ ¨

B2f

BxnBx1
(a)

... . . . ...
B2f

Bx1Bxn
(a) ¨ ¨ ¨

B2f

Bx2n
(a)


v1...
vn

 .

The bilinear form B : Rn ˆ Rn Ñ R given by

B(u, v) = (D2f)(a)(v)(u) @u, v P Rn
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is called the Hessian of f , and is represented (in the matrix form) as an n ˆ n matrix by
B2f

Bx21
(a) ¨ ¨ ¨

B2f

BxnBx1
(a)

... . . . ...
B2f

Bx1Bxn
(a) ¨ ¨ ¨

B2f

Bx2n
(a)

 .

If the second partial derivatives B2f

BxjBxi
(a) of f at a exists for all i, j = 1, ¨ ¨ ¨ , n (here the

twice differentiability of f at a is ignored), the matrix (on the right-hand side of equality)
above is also called the Hessian matrix of f at a.

Even though there is no reason to believe that (D2f)(a)(u, v) = (D2f)(a)(v, u) (since
the left-hand side means first differentiating f in u-direction and then differentiating Df

in v-direction, while the right-hand side means first differentiating f in v-direction then
differentiating Df in u-direction), it is still reasonable to ask whether (D2f)(a) is symmetric
or not; that is, could it be true that (D2f)(a)(u, v) = (D2f)(a)(v, u) for all u, v P Rn? When
f is twice differentiable at a, this is equivalent of asking (by plugging in u = ei and v = ej)
that whether or not

B2f

BxjBxi
(a) =

B2f

BxiBxj
(a) . (6.6.3)

The following example provides a function f : R2 Ñ R such that (6.6.3) does not hold at
a = (0, 0). We remark that the function in the following example is not twice differentiable
at a even though the Hessian matrix of f at a can still be computed.

Example 6.78. Let f : R2 Ñ R be defined by

f(x, y) =

$

&

%

xy(x2 ´ y2)

x2 + y2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

Then

fx(x, y) =

$

&

%

x4y + 4x2y3 ´ y5

(x2 + y2)2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) ,

and

fy(x, y) =

$

&

%

x5 ´ 4x3y2 ´ xy4

(x2 + y2)2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) ,
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It is clear that fx and fy are continuous on R2; thus f is differentiable on R2. However,

fxy(0, 0) = lim
kÑ0

fx(0, k) ´ fx(0, 0)

k
= ´1 ,

while
fyx(0, 0) = lim

hÑ0

fy(h, 0) ´ fy(0, 0)

h
= 1 ;

thus the Hessian matrix of f at the origin is not symmetric.

Definition 6.79. A function is said to be of class C r if the first r derivatives exist and
are continuous. A function is said to be smooth or of class C 8 if it is of class C r for all
positive integer r.

Now we would like to answer the question of what kind of functions are k-times differ-
entiable. Suppose that U Ď Rn is open and f : U Ñ R. Note that by the definition of
differentiability, f is k-times differentiable in U if and only if Dk´1f is differentiable in U .
This would further imply that f is k-times differentiable in U if and only if Dk´2f is twice
differentiable in U . Therefore, Proposition 6.27 and Corollary 6.32 imply that

f is k-times (continuously) differentiable in U

ô Df is (k ´ 1)-times (continuously) differentiable in U

ô
[ Bf

Bx1
,

Bf

Bx2
, ¨ ¨ ¨ ,

Bf

Bxn

]
is (k ´ 1)-times (continuously) differentiable in U

ô
Bf

Bxj1
is (k ´ 1)-times (continuously) differentiable in U for all 1 ď j1 ď n

ô D
Bf

Bxj1
is (k ´ 2)-times (continuously) differentiable in U for all 1 ď j1 ď n

ô
[ B2f

Bx1Bxj1
, ¨ ¨ ¨ ,

B2f

BxnBxj1

]
is (k ´ 2)-times (continuously) differentiable in U

for all 1 ď j1 ď n

ô
B2f

Bxj2Bxj1
is (k ´ 2)-times (continuously) differentiable in U for all 1 ď j1, j2 ď n .

Applying similar argument several times, we obtain the following theorem which is an anal-
ogy of Corollary 6.32.

Theorem 6.80. Let U Ñ Rn and f : U Ñ R. Suppose that the partial derivative
Bkf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

exists in a neighborhood of a P U and is continuous at a for all j1, ¨ ¨ ¨ , jk =
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1, ¨ ¨ ¨ , n. Then f is k-times differentiable at a. Moreover, if Bkf

BxjkBxjk´1
¨ ¨ ¨ Bxj1

is continuous

on U , then f is of class C k.

Theorem 6.81. Let U Ď Rn be open, and f : U Ñ R. Suppose that the mixed partial

derivatives Bf

Bxi
, Bf

Bxj
, B2f

BxjBxi
, B2f

BxjBxi
exist in a neighborhood of a, and are continuous at a.

Then
B2f

BxjBxi
(a) =

B2f

BxiBxj
(a) . (6.6.4)

Proof. Let S(a, h, k) = f(a+ hei+ kej)´ f(a+ hei)´ f(a+ kej) + f(a), and define φ(x) =
f(x + hei) ´ f(x) as well as ψ(x) = f(x + kej) ´ f(x) for x in a neighborhood of a. Then
S(a, h, k) = φ(a+kej)´φ(a) = ψ(a+hei)´ψ(a); thus the mean value theorem implies that
there exists c on the line segment joining a and a+ kej and d on the line segment joining a
and a+ hei such that

S(a, h, k) = φ(a+ kej) ´ φ(a) = k
Bφ

Bxj
(c) = k

( Bf

Bxj
(c+ hei) ´

Bf

Bxj
(c)

)
,

S(a, h, k) = ψ(a+ hei) ´ ψ(a) = h
Bψ

Bxi
(d) = h

( Bf

Bxi
(d+ kej) ´

Bf

Bxi
(d)

)
.

As a consequence, if h ‰ 0 ‰ k,
1

k

( Bf

Bxi
(d+ kej) ´

Bf

Bxi
(d)

)
=
S(a, h, k)

hk
=

1

h

( Bf

Bxj
(c+ hei) ´

Bf

Bxj
(c)

)
By the mean value theorem again, there exists c1 and d1 on the line segment joining c,
c+ hei and d, d+ kej, respectively, such that

B2f

BxjBxi
(d1) =

B2f

BxiBxj
(c1) .

The theorem is then concluded by the continuity of B2f

BxiBxj
and B2f

BxjBxi
at a, and c1 Ñ a

and d1 Ñ a as (h, k) Ñ (0, 0). ˝

Corollary 6.82. Let U Ď Rn be open, and f is of class C 2. Then

(D2f)(a)(u, v) = (D2f)(a)(v, u) @ a P U and u, v P Rn .

Remark 6.83. In view of Remark 6.70, (6.6.4) is the same as the following identity

lim
hÑ0

lim
kÑ0

f(a+ hei + kej) ´ f(a+ hei) ´ f(a+ kej) + f(a)

hk

= lim
kÑ0

lim
hÑ0

f(a+ hei + kej) ´ f(a+ hei) ´ f(a+ kej) + f(a)

hk
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which implies that the order of the two limits lim
hÑ0

and lim
kÑ0

can be interchanged without
changing the value of the limit (under certain conditions).

Example 6.84. Let f(x, y) = yx2 cos y2. Then

fxy(x, y) = (2xy cos y2)y = 2x cos y2 ´ 2xy(2y) sin y2 = 2x cos y2 ´ 4xy2 sin y2 ,
fyx(x, y) = (x2 cos y2 ´ yx2(2y) sin y2)x = (x2 cos y2 ´ 2x2y2 sin y2)x

= 2x cos y2 ´ 4xy2 sin y2 = fxy(x, y) .

The following two theorems concern the C k-regularity of inverse functions and implicit
functions.

Theorem 6.85. Let D Ď Rn be open, f : D Ñ Rn be injective and be of class C k. If f´1,
the inverse function of f , exists and is differentiable in f(D), then f´1 is of class C k.

Proof. Let y0 P f(D). Then y0 = f(x0) for some x0 P D. Since f is differentiable at x0 and
f´1 is differentiable at y0, by the chain rule we must have

In = [D(f ˝ f´1)](y0) = [Df ](x0)[Df
´1](y0) ,

where In is the n ˆ n identity matrix. Therefore, [Df ](x0) is invertible, and the inverse
function theorem implies that f´1 is of class C 1 (in a neighborhood of y0).

We note that the map g : GL(n) Ñ GL(n) given by g(L) = L´1 is infinitely many times
differentiable; thus using the identity (from the inverse function theorem)

(Df´1)(y) =
(
(Df)(x)

)´1
=

(
g ˝ (Df) ˝ f´1

)
(y) ,

by the chain rule we find that if f P C k, then Df´1 P C k´1 which is the same as saying
that f´1 P C k. ˝

Theorem 6.86. Let D Ď Rn ˆ Rm be open, and F : D Ñ Rm be a function of class C k.
Suppose that for some open set U Ď Rm and some differentiable function f : U Ñ Rm,
U ˆ f(U) Ď D and F (x, f(x)) = 0 for all x P U . Then f is of class C k.

Proof. (Not yet finished!!!) ˝
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6.7 Taylor’s Theorem
Recall the Taylor theorem for functions of one variable that if f : (a, b) Ñ R be of class
C k+1 for some k P N and c P (a, b), then for all x P (a, b), there exists d in between c and x

such that

f(x) =
k
ÿ

j=0

f (j)(c)

j!
(x ´ c)j +

f (k+1)(d)

(k + 1)!
(x ´ c)k+1,

where f (j)(c) denotes the j-th derivative of f at c. In this section, we extend this result to
functions of several variables.

Theorem 6.87 (Taylor). Let U Ď Rn be open, and f : U Ñ R be (k+1)-times differentiable.
Suppose that x, a P U and the line segment joining x and a lies in U . Then there exists a
point c on the line segment joining x and a such that

f(x) ´ f(a) =
k
ÿ

j=1

1

j!
(Djf)(a)(

j copies of x ´ a
hkkkkkkkkkikkkkkkkkkj

x ´ a, ¨ ¨ ¨ , x ´ a)

+
1

(k + 1)!
(Dk+1f)(c)(x ´ a, ¨ ¨ ¨ , x ´ a

looooooooomooooooooon

(k + 1) copies of x ´ a

) .
(6.7.1)

Proof. Let g(t) = f
(
(1 ´ t)a + tx

)
. Since xa Ď U and U is open, there exists δ ą 0 such

that (1 ´ t)a+ tx P U for all t P (´δ, 1 + δ). By the chain rule, for t P (´δ, 1 + δ),

g1(t) = (Df)
(
(1 ´ t)a+ tx

)
(x ´ a) =

n
ÿ

i=1

Bf

Bxi

(
(1 ´ t)a+ tx

)
(xi ´ ai) ;

thus for t P (´δ, 1 + δ), Proposition 6.74 shows that

g2(t) =
n
ÿ

i,j=1

B2f

BxjBxi

(
(1 ´ t)a+ tx

)
(xi ´ ai)(xj ´ aj) = (D2f)

(
(1 ´ t)a+ tx

)
(x ´ a, x ´ a).

By induction, we conclude that

g(j)(t) = (Djf)
(
(1 ´ t)a+ tx

)
(x ´ a, ¨ ¨ ¨ , x ´ a
looooooooomooooooooon

j copies of x ´ a

) .

By the fact that f is (k + 1)-times differentiable, g : (´δ, 1 + δ) Ñ R is (k + 1)-times
differentiable as well. Theorem 4.68 then implies that for some t0 P (0, 1),

g(1) ´ g(0) =
k
ÿ

j=1

g(j)(0)

j!
+
g(k+1)(t0)

(k + 1)!
. (6.7.2)

Letting c = (1 ´ t0)a+ t0x, (6.7.2) implies (6.7.1). ˝
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Definition 6.88. Let U Ď Rn be open, and f : U Ñ R be k-times differentiable. The k-th
degree Taylor polynomial for f centered at a is the polynomial

k
ÿ

j=0

1

j!
(Djf)(a)(x ´ a, ¨ ¨ ¨ , x ´ a

looooooooomooooooooon

j copies x ´ a

).

Corollary 6.89. Let U Ď Rn be open, f : U Ñ R be (k+1)-times differentiable, and define
the remainder

Rk(a, h) = f(a+ h) ´

k
ÿ

j=0

1

j!
(Djf)(a)(h, ¨ ¨ ¨ , h).

Then lim
hÑ0

Rk(a, h)

}h}kRn

= 0, or in notation, Rk(a, h) = O(}h}kRn) as h Ñ 0.

Example 6.90. Let f(x, y) = ex cos y. Compute the fourth degree Taylor polynomial for
f centered at (0, 0).
Solution: We compute the zeroth, the first, the second, the third and the fourth mixed
derivatives of f at (0, 0) as follows:

f(0, 0) = 1 , fx(0, 0) = 1 , fy(0, 0) = 0 ,

fxx(0, 0) = 1 , fxy(0, 0) = fyx(0, 0) = 0 , fyy(0, 0) = ´1 ,

fxxx(0, 0) = 1 , fxxy(0, 0) = fxyx(0, 0) = fyxx(0, 0) = 0 ,

fyyy(0, 0) = 0 , fyyx(0, 0) = fyxy(0, 0) = fxyy(0, 0) = ´1 ,

and

fxxxx(0, 0) = 1 , fyyyy(0, 0) = 1 ,

fxxxy(0, 0) = fxxyx(0, 0) = fxyxx(0, 0) = fyxxx(0, 0) = 0 ,

fxyyy(0, 0) = fyxyy(0, 0) = fyyxy(0, 0) = fyyyx(0, 0) = 0 ,

fxxyy(0, 0) = fxyxy(0, 0) = fxyyx(0, 0) = fyxxy(0, 0)

= fyxyx(0, 0) = fyyxx(0, 0) = ´1 .
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Then the fourth degree Taylor polynomial for f centered at (0, 0) is

f(0, 0) + fx(0, 0)x+ fy(0, 0)y +
1

2

[
fxx(0, 0)x

2 + 2fxy(0, 0)xy + fyy(0, 0)y
2
]

+
1

6

[
fxxx(0, 0)x

3 + 3fxxy(0, 0)x
2y + 3fxyy(0, 0)xy

2 + fyyy(0, 0)y
3
]

+
1

24

[
fxxxx(0, 0)x

4 + 4fxxxy(0, 0)x
3 + 6fxxyy(0, 0)x

2y2

+ 4fxyyy(0, 0)xy
3 + fyyyy(0, 0)y

4
]

= 1 + x+
1

2

(
x2 ´ y2

)
+

1

6

(
x3 ´ 3xy2

)
+

1

24

(
x4 ´ 6x2y2 + y4

)
.

Observing that using the Taylor expansions

ex = 1 + x+
1

2
x2 +

1

6
x3 +

1

24
x4 + ¨ ¨ ¨ and cos y = 1 ´

1

2
y2 +

1

24
y4 + ¨ ¨ ¨ ,

we can “formally” compute ex cos y by multiplying the two “polynomials” above and obtain
that

ex cos y “=” 1 + x+
1

2

(
x2 ´ y2

)
+
(1
6
x3 ´

1

2
xy2

)
+
( 1

24
x4 ´

1

4
x2y2 +

1

24
y2
)
+ h.o.t. ;

where h.o.t. stands for the higher order terms which are terms with fifth or higher degree.

Definition 6.91. Let U Ď Rn be open. A function f : U Ñ R is said to be real analytic
at a P U if f(x) =

8
ř

k=0

1

k!
(Dkf)(a)(x ´ a, ¨ ¨ ¨ , x ´ a) in a neighborhood of a.

Example 6.92. Let f : R Ñ R be defined by

f(x) =

$

&

%

exp
(
´

1

|x|2

)
if x ą 0 ,

0 if x ă 0 .

Then f is of class C 8, and f (k)(0) = 0 for all k P N. Therefore, f is not real analytic at 0.

6.8 Maxima and Minima
Definition 6.93. Let U Ď Rn be open, and f : U Ñ R.

1. If there is a neighborhood of x0 P U such that f(x0) is a maximum in this neighbor-
hood, then x0 is called a local maximum point of f .



Copy
rig

ht
Prot

ect
ed

246 CHAPTER 6. Differentiation

2. If there is a neighborhood of x0 P U such that f(x0) is a minimum in this neighborhood,
then x0 is called a local minimum point of f .

3. A point is called an extreme point of f if it is either a local maximum point or a
local minimum point of f .

4. A point x0 is a critical point of f if f is differentiable at x0 and (Df)(x0) = 0; that
is, (Df)(x0) P B(Rn,R) is the trivial map (which sends every vector in Rn to zero
vector).

5. A point x0 is a saddle point of f if x0 is a critical point of f but not an extreme
point of f .

Theorem 6.94. Let U Ď Rn be open, f : U Ñ R be differentiable, and x0 P U is an extreme
point of f . Then x0 is a critical point of f .

Proof. Suppose the contrary that the linear map (Df)(x0) : Rn Ñ R is not the zero map;
that is, there exists u P Rn, u ‰ 0, such that (Df)(x0)(u) = c ‰ 0 for some constant c P R.
W.L.O.G, we can assume that }u}Rn = 1 and c ą 0 (for otherwise change u to ´u). By the
differentiability of f ,

D δ ą 0 Q
ˇ

ˇf(x0 + h) ´ f(x0) ´ (Df)(x0)(h)
ˇ

ˇ ď
c

2
}h}Rn whenever }h}Rn ă δ .

Then for any 0 ă λ ă δ,

ˇ

ˇf(x0 ˘ λu) ´ f(x0) ¯ λ(Df)(x0)(u)
ˇ

ˇ ď
λc

2
.

Therefore, ´
λc

2
ď f(x0 ˘ λu) ´ f(x0) ¯ λc ď

λc

2
which further implies that

f(x0) ď f(x0 + λu) ´
λc

2
ă f(x0 + λu) and f(x0) ě f(x0 ´ λu) +

λc

2
ą f(x0 ´ λu)

for all λ ą 0 small enough. As a consequence, x0 cannot be a local extreme point of f , a
contradiction. ˝

Definition 6.95. If f : U Ñ R is of class C 2, the Hessian of f at x0 is the bilinear
function Hx0(f) : Rn ˆ Rn Ñ R given by

Hx0(f)(u, v) = (D2f)(x0)(u, v) @u, v P Rn .
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The matrix representation of Hx0(f)(¨, ¨) is given by

[
Hx0(f)

]
=


B2f

Bx21
(x0) ¨ ¨ ¨

B2f

BxnBx1
(x0)

... . . . ...
B2f

Bx1Bxn
(x0) ¨ ¨ ¨

B2f

Bx2n
(x0)


in the sense that Hx0(f)(u, v) = [u]T

[
Hx0(f)

]
[v] = [v]T

[
Hx0(f)

]
[u].

Definition 6.96. A bilinear form B : Rn ˆ Rn Ñ R is called positive definite
negative definite if

B(u, u)
ą

ă
0 for all u ‰ 0, and is called positive semi-definite

negative semi-definite if B(u, u)
ě

ď
0 for all u P Rn.

Theorem 6.97. Let U Ď Rn be open, and f : U Ñ R be a function of class C 2.

1. If x0 is a critical point of f such that the Hessian Hx0(f) is negative
positive definite, then f

has a local maximum
minimum point at x0.

2. If f has a local maximum
minimum point at x0, then Hx0(f) is negative

positive semi-definite.

Proof. 1. Suppose that Hx0(f) is negative definite.

Claim: There exists 0 ă λ ă 8 such that

Hx0(f)(u, u) ď ´λ}u}2Rn @u P Rn. (6.8.1)

Proof of claim: SinceHx0(f)(u, u), viewed as a function of u, is continuous, by Theorem
4.21 λ = ´ max

}u}Rn=1
Hx0(f)(u, u) exists and is positive. Then for all u P Rn with u ‰ 0,

Hx0(f)
( u

}u}Rn
,

u

}u}Rn

)
ď ´λ @u P Rn, u ‰ 0 .

The inequality (6.8.1) follows from that the Hessian Hx0(f) is bilinear.

Since f P C 2, there exists δ ą 0 such that D(x0, δ) Ď U and
›

›(D2f)(x) ´ (D2f)(x0)
›

›

B(Rn,B(Rn,R)) ď
λ

2
@x P D(x0, δ). (6.8.2)
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Now since x0 is a critical point of f , (Df)(x0) = 0. As a consequence, by Taylor’s
theorem (Theorem 6.87), for any x P D(x0, δ), we can find c = c(x) P xx0 such that

f(x) = f(x0)+(Df)(x0)(x´x0)+
1

2
(D2f)(c)(x´x0, x´x0)

= f(x0)+
1

2
(D2f)(x0)(x´x0, x´x0)+

1

2

[
(D2f)(c)´ (D2f)(x0)

]
(x´x0, x´x0)

ď f(x0)´
1

2
λ}x´x0}2Rn +

1

2

ˇ

ˇ

ˇ

[
(D2f)(c)´ (D2f)(x0)

]
(x´x0, x´x0)

ˇ

ˇ

ˇ

ď f(x0)´
1

2
λ}x´x0}2Rn +

1

2

›

›(D2f)(c)´ (D2f)(x0)
›

›

B(Rn;B(Rn,R))}x´x0}
2
Rn .

Note that c = c(x) P D(x0, δ) if x P D(x0, δ); thus (6.8.2) implies that if x P D(x0, δ),

f(x) ď f(x0) ´
λ

2
}x ´ x0}

2
Rn +

1

2

λ

2
}x ´ x0}

2
Rn ď f(x0) ´

λ

4
}x ´ x0}

2
Rn .

As a consequence, for all x P D(x0, δ), f(x) ď f(x0) which validates that x0 is a local
maximum point of f .

2. Suppose the contrary that f has a local maximum point at x0 but for some u P Rn,

Hx0(f)(u, u) ą 0 .

W.L.O.G, we can assume that }u}Rn = 1. By Theorem 6.94, (Df)(x0) = 0; thus
Taylor’s Theorem implies that

f(x) = f(x0) +
1

2
(D2f)(c)(x ´ x0, x ´ x0) = f(x0) +

1

2
(x ´ x0)

T[Hc(f)
]
(x ´ x0) .

Since x0 is a local maximum point of f , there exists δ ą 0 such that f(x) ď f(x0) for
all x P D(x0, δ). As a consequence, for some c = c(x) P xx0,

(x ´ x0)
T[Hc(f)

]
(x ´ x0) = 2

[
f(x) ´ f(x0)

]
ď 0 @x P D(x0, δ) .

Let 0 ă t ă δ and x = x0 + tu. Then x P D(x0, δ); thus

Hc(f)(u, u) ď 0 @ t P (0, δ) .

We note that c depends on t, and c Ñ x0 as t Ñ 0. Therefore, by the continuity of
H‚(f), passing t Ñ 0 in the inequality above we find that

Hx0(f)(u, u) = lim
tÑ0

Hc(f)(u, u) ď 0

which is a contradiction. ˝
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Remark 6.98. Inequality (6.8.1) can also be obtained by studying the largest eigenvalue of
Hx0(f). Note that since f P C 2, Hx0(f) is symmetric by Theorem 6.81. As a consequence,
there exists an orthonormal matrix O P GL(n) whose columns are (real) eigenvectors of
Hx0(f) [

Hx0(f)
]
= OΛOT ,

where Λ is a diagonal matrix whose diagonal entries are eigenvalues of Hx0(f). Note that
by the orthonormality of O, every vector u P Rn satisfies }OTu}Rn = }u}Rn . Therefore,

Hx0(f)(u, u) = uTOΛOTu = (OTu)TΛ(OTu) ď λ}OTu}2Rn = λ}u}2Rn ,

where λ is the largest eigenvalue of Λ.

Remark 6.99 (Sylvester’s criterion). To justify if a matrix
[
Hx0(f)

]
is positive/negative

definite, let

∆k =



B2f

Bx21
¨ ¨ ¨

B2f

BxkBx1

... . . . ...
B2f

Bx1Bxk
¨ ¨ ¨

B2f

Bx2k

 (x0) .

Then Hx0(f) is positive
negative definite if and only if det(∆k) ą 0

(´1)k det(∆k) ą 0
for all k = 1, ¨ ¨ ¨ , n.

6.9 Exercises
Problem 6.1. Let tTku8

k=1 Ď B(Rn,Rm) be a sequence of bounded linear maps from
Rn Ñ Rm. Prove that the following three statements are equivalent:

1. tTku8
k=1 converges pointwise (to a function T );

2. lim
k,ℓÑ8

}Tk ´ Tℓ}B(Rn,Rm) = 0;

3. tTku8
k=1 converges uniformly (to T ) on every compact subsets of Rn.

Problem 6.2. Let P((0, 1)) Ď Cb((0, 1);R) be the collection of all polynomials defined on
(0, 1).

1. Show that the operator d

dx
: P((0, 1)) Ñ Cb((0, 1)) is linear.
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2. Show that d

dx
:
(
P((0, 1)), } ¨ }8

)
Ñ

(
Cb((0, 1)), } ¨ }8

)
is unbounded; that is, show

that
sup

}p}8=1

}p1}8 = 8 .

§6.2 Definition of Derivatives and the Jacobian Matrices

Problem 6.3. Show that if f : C Ñ R is differentiable at z0, then (Df)(z0) = 0.
Hint: Show that B(C,R) = t0u.

Problem 6.4. Let f : R2 Ñ R be given by

f(x, y) =

"

0 if xy = 0 ,
1 if xy ‰ 0 .

Compute Bf

Bx
(x, y) and Bf

By
(x, y).

Problem 6.5. Investigate the differentiability of

f(x, y) =

$

&

%

xy
a

x2 + y2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

Problem 6.6. Investigate the differentiability of

f(x, y) =

# xy

x+ y2
if x+ y2 ‰ 0 ,

0 if x+ y2 = 0 .

Problem 6.7. Define f : R2 Ñ R by

f(x, y) =

$

&

%

(x2 + y2) sin 1
a

x2 + y2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

Discuss the differentiability of f . Find (∇f)(x, y) at points of differentiability.

Problem 6.8. Let r ą 0 and α ą 1. Suppose that f : D(0, r) Ñ R satisfies |f(x)| ď }x}α

for all x P D(0, r). Show that f is differentiable at 0. What happens if α = 1?

Problem 6.9. Suppose that f, g : R Ñ Rm are differentiable at a and there is a δ ą 0 such
that g(x) ‰ 0 for all 0 ă |x ´ a| ă δ. If f(a) = g(a) = 0 and (Dg)(a) ‰ 0, show that

lim
xÑa

}f(x)}

}g(x)}
=

}(Df)(a)}

}(Dg)(a)}
.
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Problem 6.10. Consider the map δ defined in Problem 5.11 in Chapter 5; that is, δ :

C ([0, 1];R) Ñ R be defined by δ(f) = f(0). Show that δ is differentiable. Find (Dδ)(f)

(for f P C ([0, 1];R)).

Problem 6.11. Let f : GL(n) Ñ GL(n) be given by f(L) = L´1. In class we have shown
that f is continuous on GL(n). Show that f is differentiable at each “point” (or more
precisely, linear map) of GL(n).
Hint: In order to show the differentiability of f at L P GL(n), we need to figure out what
(Df)(L) is. So we need to compute f(L + h) ´ f(L), where h P B(Rn,Rn) is a “small”
linear map. Compute (L+ h)´1 ´ L´1 and make a conjecture what (Df)(L) should be.

Problem 6.12. Let I : C ([0, 1];R) Ñ R be defined by

I(f) =

ż 1

0

f(x)2 dx .

Show that I is differentiable at every “point” f P C ([0, 1];R).
Hint: Figure out what (DI)(f) is by computing I(f + h) ´ I(f), where h P C ([0, 1];R) is
a “small” continuous function.
Remark. A map from a space of functions such as C ([0, 1];R) to a scalar field such as R
or C is usually called a functional. The derivative of a functional I is usually denoted by
δI instead of DI.

§6.3 Conditions for Differentiability
§6.4 Properties of Differentiable Functions

Problem 6.13. Let U Ď Rn be open, and f : U Ñ R. Suppose that the partial derivatives
Bf

Bx1
, ¨ ¨ ¨ ,

Bf

Bxn
are bounded on U ; that is, there exists a real number M ą 0 such that

ˇ

ˇ

ˇ

Bf

Bxj
(x)

ˇ

ˇ

ˇ
ď M @x P U and j = 1, ¨ ¨ ¨ , n .

Show that f is continuous on U .
Hint: Mimic the proof of Theorem 6.28.

Problem 6.14. Let U Ď Rn be open, and f : U Ñ R. Show that f is differentiable at a P U
if and only if there exists a vector-valued function ε : U Ñ Rn such that

f(x) ´ f(a) ´

n
ÿ

j=1

Bf

Bxj
(a)(xj ´ aj) = ε(x) ¨ (x ´ a)

and ε(x) Ñ 0 as x Ñ a.
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Problem 6.15. Verify the chain rule for

u(x, y, z) = xey, v(x, y, z) = yz sinx

and
f(u, v) = u2 + v sinu

with h(x, y, z) = f
(
u(x, y, z), v(x, y, z)

)
.

Problem 6.16. Let (r, θ, φ) be the spherical coordinate of R3 so that

x = r cos θ sinφ, y = r sin θ sinφ, z = r cosφ .

1. Find the Jacobian matrices of the map (x, y, z) ÞÑ (r, θ, φ) and the map (r, θ, φ) ÞÑ

(x, y, z).

2. Suppose that f(x, y, z) is a differential function in R3. Express |∇f |2 in terms of the
spherical coordinate.

Problem 6.17. Let U Ď Rn be open and convex, and f : U Ñ Rm be differentiable on U .
Show that for each a, b P U and vector v P Rm, there exists c on the line segment joining a
and b such that

v ¨
[
f(b) ´ f(a)

]
= v ¨ D(f)(c)(b ´ a) .

Problem 6.18. Let U Ď Rn be open, and for each 1 ď i, j ď n, aij : U Ñ R be differentiable
functions. Define A = [aij] and J = det(A). Show that

BJ

Bxk
= tr

(
Adj(A) BA

Bxk

)
@ 1 ď k ď n ,

where for a square matrix M = [mij], tr(M) denotes the trace of M , Adj(M) denotes the

adjoint matrix of M , and BM

Bxk
denotes the matrix whose (i, j)-th entry is given by Bmij

Bxk
.

Hint: Show that

BJ

Bxk
=

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ba11
Bxk

a12 ¨ ¨ ¨ a1n

Ba21
Bxk

a22 ¨ ¨ ¨ a2n
... ...

Ban1
Bxk

an2 ¨ ¨ ¨ ann

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

+

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

a11
Ba12
Bxk

a13 ¨ ¨ ¨ a1n

a21
Ba22
Bxk

a23 ¨ ¨ ¨ a2n
... ...
an1

Ban2
Bxk

an3 ¨ ¨ ¨ ann

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

+ ¨ ¨ ¨ +

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

a11 ¨ ¨ ¨ a(n´1)1
Ba1n
Bxk

a21 ¨ ¨ ¨ a(n´1)2
Ba2n
Bxk... ...

an1 ¨ ¨ ¨ a(n´1)n
Ban1
Bxk

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ
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and rewrite this identity in the form which is asked to prove. You can also show the dif-
ferentiation formula by applying the chain rule to the composite function F ˝ g of maps
g : U Ñ Rn2 and F : Rn2

Ñ R defined by g(x) =
(
a11(x), a12(x), ¨ ¨ ¨ , ann(x)

)
and

F (a11, ¨ ¨ ¨ , ann) = det
(
[aij]

)
. Check first what BF

Baij
is.

Problem 6.19. Let ψ : Rn Ñ Rn be a differentiable function such that B2ψk

BxiBxj
=

B

Bxi

(Bψk

Bxj

)
exists and is continuous in Rn for each 1 ď i, j, k ď n. Suppose that (Dψ)(x) P GL(n) for all
x P Rn, and define A = (Dψ)´1 (or in terms of their matrix representation, [A] = [Dψ]´1).
Let ψ = (ψ1, ¨ ¨ ¨ , ψn) and [A] = [aij].

1. Show that
n
ř

k=1

aik
Bψk
Bxj

=
n
ř

k=1

Bψi
Bxk

akj = δij, where δij is the Kronecker delta; that is,

δij = 1 if i = j or δij = 0 if i ‰ j.

2. Show that for each 1 ď i, j, k ď n, aij : Rn Ñ R is differentiable, and

Baij
Bxk

= ´

n
ÿ

r,s=1

air
B2ψr

BxkBxs
asj .

Problem 6.20. Let U Ď Rn be open and connected, and f : U Ñ R be a function such
that Bf

Bxj
(x) = 0 for all x P U . Show that f is constant in U .

§6.5 Directional Derivatives and Gradient Vectors

Problem 6.21. Let

f(x, y) =

$

&

%

x3y

x4 + y2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

Show that the directional derivative of f at the origin exists in all directions u, and

(Duf)(0, 0) =
(

Bf

Bx
(0, 0),

Bf

By
(0, 0)

)
¨ u .

§6.6 Higher Derivatives of Functions

Problem 6.22. Let f(x, y, z) = (x2+1) cos(yz), and a = (0,
π

2
, 1), u = (1, 0, 0), v = (0, 1, 0)

and w = (2, 0, 1).

1. Compute (Df)(a)(u).



Copy
rig

ht
Prot

ect
ed

254 CHAPTER 6. Differentiation

2. Compute (D2f)(a)(v)(u).

3. Compute (D3f)(a)(w)(v)(u).

Problem 6.23. 1. If f : A Ď Rn Ñ Rm and g : B Ď Rm Ñ Rℓ are twice differentiable and
f(A) Ď B, then for x0 P A, u, v P Rn, show that

D2(g ˝ f)(x0)(u, v)

= (D2g)(f(x0))
(
(Df)(x0)(u), Df(x0)(v)

)
+ (Dg)(f(x0))

(
(D2f)(x0)(u, v)

)
.

2. If p : Rn Ñ Rm is a linear map plus some constant; that is, p(x) = Lx + c for some
L P B(Rn,Rm), and f : A Ď Rm Ñ Rs is k-times differentiable, prove that

Dk(f ˝ p)(x0)(u
(1), ¨ ¨ ¨ , u(k)) = (Dkf)

(
p(x0)

)(
(Dp)(x0)(u

(1)), ¨ ¨ ¨ , (Dp)(x0)(u
(k)
)
.

§6.7 Taylor’s Theorem

Problem 6.24. Let f(x, y) be a real-valued function on R2. Suppose that f is of class C 1

(that is, all first partial derivatives are continuous on R2) and B2f

BxBy
exists and is continuous.

Show that B2f

ByBx
exists and B2f

BxBy
=

B2f

ByBx
.

Hint: Mimic the proof of Theorem 6.81.

Problem 6.25. Let f : Rn Ñ Rm be differentiable, and Df is a constant map in B(Rn,Rm);
that is, (Df)(x1)(u) = (Df)(x2)(u) for all x1, x2 P Rn and u P Rn. Show that f is a linear
term plus a constant and that the linear part of f is the constant value of Df .

Problem 6.26. Let U Ď Rn be open, and f : U Ñ Rn be of class C 2 such that Df : U Ñ

B(Rn,Rn) satisfies (Df)(x) P GL(n) for all x P U . Define J = det([Df ]) and A = [Df ]´1.
With aij denoting the (i, j)-th entry of A, show the Piola identity

n
ÿ

i=1

B

Bxi
(Jaij)(x) = 0 @ 1 ď j ď n and x P U . (6.9.1)

Is f continuous at (0, 0)? Is f differentiable at (0, 0)?

Problem 6.27. Let U Ď Rn be open, and f : U Ñ R be of class C k and (Djf)(x0) = 0 for
j = 1, ¨ ¨ ¨ , k ´ 1, but (Dkf)(x0)(u, u, ¨ ¨ ¨ , u) ă 0 for all u P Rn, u ‰ 0. Show that f has a
local maximum at x0; that is, D δ ą 0 such that

f(x) ď f(x0) @x P D(x0, δ) .
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§6.8 Maxima and Minima

Problem 6.28. Let f(x, y) = x3 + x ´ 4xy + 2y2,

1. Find all critical points of f .

2. Find the corresponding quadratic from Q(x, y, h, k)
(
or (D2f(x, y)

(
(h, k), (h, k)

))
at

these critical points, and determine which of them is positive definite.

3. Find all relative extrema and saddle points.

4. Find the maximal value of f on the set

A =
␣

(x, y)
ˇ

ˇ 0 ď x ď 1, 0 ď y ď 1, x+ y ď 1
(

.

Problem 6.29. Let f : R2 Ñ R be given by

f(x, y) =

$

&

%

x2 + y2 ´ 2x2y ´
4x6y2

(x4 + y2)2
if (x, y) ‰ (0, 0) ,

0 if (x, y) = (0, 0) .

1. Show that f is continuous (at (0, 0)) by showing that for all (x, y) P R2,

4x4y2 ď (x4 + y2)2 .

2. For 0 ď θ ď 2π, ´8 ă t ă 8, define

gθ(t) = f(t cos θ, t sin θ) .

Show that each gθ has a strict local minimum at t = 0. In other words, the restriction
of f to each straight line through (0, 0) has a strict local minimum at (0, 0).

3. Show that (0, 0) is not a local minimum for f .

Problem 6.30 (True or False). Determine whether the following statements are true or
false. If it is true, prove it. Otherwise, give a counter-example.

1.

2.
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3.

4. Let U Ď Rn be open. Then f : U Ñ R is differentiable at a P U if and only if each
directional derivative (Duf)(a) exists and

(Duf)(a) =
n
ÿ

j=1

Bf

Bxj
(a)uj =

(
Bf

Bx1
(a), ¨ ¨ ¨ ,

Bf

Bxn
(a)

)
¨ u

where u = (u1, ¨ ¨ ¨ , un) is a unit vector.

5. Let f : R2 Ñ R be of class C 1. Assume that all second order partial derivatives of f
exist, then f is second times differentiable in R2.

6. Let f be a function defined on R2, and A be an invertible matrix. Define y = Ax for
x P Rn. Then f(y) is differentiable if and only if f(Ax) is differentiable as a function
of x.

7. Let f : [a, b] Ñ R2 be continuous and be differentiable on (a, b). If f(a) = f(b), then
there exists some c P (a, b) such that f 1(c) = 0.


