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Chapter 8

System of Linear First-Order
Differential Equations

8.1 Preliminary Theory - Linear Systems
Definition 8.1. A system of n first-order equations

dx1
dt

= g1(t, x1, x2, ¨ ¨ ¨ , xn) ,

dx2
dt

= g2(t, x1, x2, ¨ ¨ ¨ , xn) ,
... ...

dxn
dt

= gn(t, x1, x2, ¨ ¨ ¨ , xn) ,

(8.1)

is called a first-order system. If each of the functions g1, g2, ¨ ¨ ¨ , gn in (8.1) in is linear in the
dependent variables x1, x2, ¨ ¨ ¨ , xn, equation (8.1) is called the normal form of a first-order
linear equations (or simply called a linear system). In other words, a linear system is of the
form

dx1
dt

= a11(t)x1 + a12(t)x2 + ¨ ¨ ¨ + a1n(t)xn + f1(t) ,

dx2
dt

= a21(t)x1 + a22(t)x2 + ¨ ¨ ¨ + a2n(t)xn + f2(t) ,
... ...

dxn
dt

= an1(t)x1 + an2(t)x2 + ¨ ¨ ¨ + ann(t)xn + fn(t) .

(8.2)

The linear system (8.2) is said to be homogeneous if fi(t) = 0 for all 1 ď i ď n; otherwise
it is non-homogeneous.

There are several reasons that we should consider system of first order ODEs, and here
we provide two of them.
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2 CHAPTER 8. System of Linear First-Order Differential Equations

1. In real life, a lot of phenomena can be modelled by system of first order ODE. For
example, the Lotka–Volterra equation or the predator-prey equation

p1 = ´γp+ αpq = (´γ + αq)p ,

q1 = βq ´ δpq = (β ´ δp)q ,

can be used to described a predator-prey system. Let x ” (x1, x2) = (p, q)T and
F(t,x) = (γx1 ´αx1x2, βx2 + δx1x2)

T. Then the Lotka-Volterra equation can also be
written as

x 1(t) = F
(
t,x(t)

)
. (8.3)

2. Suppose that we are considering a scalar n-th order ODE

y(n)(t) = f
(
t, y(t), y 1(t), ¨ ¨ ¨ , y(n´1)(t)

)
.

Let x1(t) = y(t), x2(t) = y 1(t), ¨ ¨ ¨ , xn(t) = y(n´1)(t). Then (x1, ¨ ¨ ¨ , xn) satisfies

x 1
1(t) = x2(t) , (8.4a)

x 1
2(t) = x3(t) , (8.4b)
... =

... (8.4c)
x 1
n(t) = f

(
t, x1(t), x2(t), ¨ ¨ ¨ , xn(t)

)
. (8.4d)

Let x = (x1, ¨ ¨ ¨ , xn)
T be a vector in Rn, and F(t,x) =

(
x2, ¨ ¨ ¨ , xn, f(t, x1, ¨ ¨ ¨ , xn)

)T

be a vector-valued function. Then (8.4) can also be written as (8.3).

‚ Matrix Form of a Linear System If X, A(t), F(t) denote the respective matrices

X =


x1

x2
...
xn

 , A(t) =


a11(t) a12(t) ¨ ¨ ¨ a1n(t)
a21(t) a22(t) ¨ ¨ ¨ a2n(t)

... ... . . . ...
an1(t) an2(t) ¨ ¨ ¨ ann(t)

 , F(t) =


f1(t)
f2(t)

...
fn(t)

 ,

then the linear system (8.2) can be written in matrix form as

X 1 = A(t)X + F(t) . (8.5)

and a homogeneous linear system in matrix form as

X 1 = A(t)X . (8.6)
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Definition 8.2. A solution vector (or simply solution) on an interval I to the linear system
(8.5) is a vector-valued function

X(t) =


x1(t)
x2(t)

...
xn(t)


whose entries are differentiable functions satisfying the system (8.5) on the interval.

Example 8.3. The functions

X1 =

[
1

´1

]
e´2t =

[
e´2t

´e´2t

]
and X2 =

[
3
5

]
e6t =

[
3e6t

5e6t

]
are solution vectors of

X 1 =

[
1 3
5 3

]
X .

‚ Initial-Value Problem: Let t0 denote a number in an interval I and

X0 =


γ1
γ2
...
γn

 ,

where γi’s are constants for all 1 ď i ď n. Then the problem

Solve : X 1 = A(t)X + F(t)

Subject to : X(t0) = X0

(8.7)

is called an initial-value problem on the interval.

Theorem 8.4. Let the entries of the matrices A(t) and F(t) be functions continuous on
a common interval I that contains the point t0. Then there exists a unique solution of the
initial-value problem (8.7) on the interval.

Theorem 8.5 (Superposition Principle). Let X1, X2, ¨ ¨ ¨ , Xk be a set of solution vectors
of the homogeneous system (8.6) on an interval I. Then the linear combination

X = c1X1 + c2X2 + ¨ ¨ ¨ + ckXk ,

where ci’s are constants for all 1 ď i ď k, is also a solution of the system on the interval.
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Example 8.6. The functions

X1 =


cos t

´
1

2
cos t+ 1

2
sin t

´ cos t ´ sin t

 and X2 =

 0
et

0


are solutions of the system

X 1 =

 1 0 1
1 1 0

´2 0 ´1

X .

By the superposition principle the linear combination

X = c1X1 + c2X2 = c1


cos t

´
1

2
cos t+ 1

2
sin t

´ cos t ´ sin t

+ c2

 0

et

0


is also a solution of the system.

Definition 8.7 (Fundamental Set of Solutions and Fundamental Matrix). Any set X1, X2,
¨ ¨ ¨ , Xn of n linearly independent solution vectors of the homogeneous system (8.6) on an
interval I called a fundamental set of solutions of (8.6) on the interval, and the matrix

Φ(t) =
[
X1(t)

... X2(t)
... ¨ ¨ ¨

... Xn(t)
]

is called a fundamental matrix of (8.6) on the interval.

Remark 8.8. A fundamental matrix Φ of the homogeneous system (8.6) satisfies that
Φ 1 = A(t)Φ.

Theorem 8.9. Let the entries of the matrices A(t) be continuous on an interval I. Then
there exists a fundamental set of solutions of the homogeneous system (8.6) on the interval.

Theorem 8.10. Let the entries of the matrices A(t) be continuous on an interval I, and
X1, X2, ¨ ¨ ¨ , Xn be a fundamental set of solutions of the homogeneous system (8.6) on the
interval. Then the general solution of the system on the interval can be expressed as a linear
combination of X1, ¨ ¨ ¨ ,Xn in exact one way; that is, there exists a unique constant vector
(c1, ¨ ¨ ¨ , cn) such that

X(t) = c1X1(t) + ¨ ¨ ¨ + cnXn(t) . (8.8)
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Proof. Let t0 P I. By Theorem 8.4, for each ei = (0, ¨ ¨ ¨ , 0
looomooon

(i ´ 1) slots

, 1, 0, ¨ ¨ ¨ , 0), there exists a unique

solution X = φi(t) to (8.6) satisfying the initial data X(t0) = ei. The set tφ1,φ2, ¨ ¨ ¨ ,φnu

are linearly independent for otherwise there exists a non-zero vector (c1, ¨ ¨ ¨ , cn) such that

c1φ1(t) + c2φ2(t) + ¨ ¨ ¨ + cnφn(t) = 0

which, by setting t = t0, would imply that (c1, c2, ¨ ¨ ¨ , cn) = 0, a contradiction.
We note that every solution X(t) =

[
x1(t), ¨ ¨ ¨ , xn(t)

]T to (8.6) can be uniquely ex-
pressed by

X(t) = x1(0)φ1(t) + x2(0)φ2(t) + ¨ ¨ ¨ + xn(0)φn(t) . (8.9)

In fact, x1(0)φ1(t) + ¨ ¨ ¨ + xn(0)φn(t) is a solution to (8.6) satisfying the initial data

X(0) =
[
x1(0), ¨ ¨ ¨ , xn(0)

]T
;

thus (8.9) is concluded from the uniqueness of the solution.
Now, since X1, ¨ ¨ ¨ ,Xn are solution to (8.6), we find that

span(X1, ¨ ¨ ¨ ,Xn) Ď span(φ1, ¨ ¨ ¨ ,φn) .

Since tX1, ¨ ¨ ¨ ,Xnu are linearly independent, dim
(
span(X1, ¨ ¨ ¨ ,Xn)

)
= n; thus by the

fact that dim
(
span(φ1, ¨ ¨ ¨ ,φn)

)
= n, we must have

span(X1, ¨ ¨ ¨ ,Xn) = span(φ1, ¨ ¨ ¨ ,φn) .

Therefore, every solution X = φ(t) of (8.6) can be (uniquely) expressed by (8.8). ˝

Theorem 8.11. Let Xp be a given solution of the non-homogeneous system (8.5) on an
interval I and let

Xc = c1X1 + c2X2 + ¨ ¨ ¨ + cnXn ,

denote the general solution on the same interval of the associated homogeneous system (8.6).
Then the general solution of the non-homogeneous system on the interval is

X = Xc + Xp .

Remark 8.12. The general solution Xc of the associated homogeneous system (8.6) is
called the complementary function of the non-homogeneous system (8.5).
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Example 8.13. The function Xp =

[
3t ´ 4

´5t+ 6

]
is a particular solution of the non-homogeneous

system
X 1 =

[
1 3
5 3

]
X +

[
12t ´ 11

´3

]
. (8.10)

From Example 8.3, we find that the general solution to (8.10) is

X = c1

[
e´2t

´e´2t

]
+ c2

[
3e6t

5e6t

]
+

[
1 3
5 3

]
X +

[
12t ´ 11

´3

]
.

Next we provide a tool to determine if n solution vectors to the homogeneous system
(8.6) are linearly independent. We recall that in linear algebra n vectors v1, ¨ ¨ ¨ , vn in Rn are
linearly independent if and only if the determinant det([v1

...v2
... ¨ ¨ ¨

...vn]) ‰ 0. This motivates
the following

Definition 8.14. Let

X1 =


x11

x21
...

xn1

 , X2 =


x12

x22
...

xn2

 , ¨ ¨ ¨ Xk =


x1k

x2k
...

xnk

 , ¨ ¨ ¨ Xn =


x1n

x2n
...

xnn


be n vector-valued functions defined on an interval I. The Wronskian (or Wronskian deter-
minant) of X1, ¨ ¨ ¨ ,Xn at t P I, denoted by W [X1,X2, ¨ ¨ ¨ ,Xn](t), is the number

W [X1,X2, ¨ ¨ ¨ ,Xn](t) ” det
([

X1(t)
...X2(t)

... ¨ ¨ ¨
...Xn(t)

])
=

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x11(t) x12(t) ¨ ¨ ¨ x1n(t)
x21(t) x22(t) ¨ ¨ ¨ x2n(t)

... ... . . . ...
xn1(t) xn2(t) ¨ ¨ ¨ xnn(t)

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

.

Suppose that X1, ¨ ¨ ¨ ,Xn are functions (but not necessary solution vectors of the homo-
geneous system (8.6)). The following two statements are true:

1. if W [X1, ¨ ¨ ¨ ,Xn](t) ‰ 0 for some t P I, then X1, ¨ ¨ ¨ ,Xn are linearly independent;

2. if X1, ¨ ¨ ¨ ,Xn are linearly dependent, then W [X1, ¨ ¨ ¨ ,Xn] = 0.

However, the converse statement for the two statements above is not true. For example, the
two functions

X1 =

[
1
0

]
and X2 =

[
t
0

]
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are linearly independent, but W [X1,X2](t) = 0 for all t P R. In other words, the Wronskian
is not a very reliable tool to determine the linear independence/dependence of functions.
Nevertheless, we have the following

Theorem 8.15. Let

X1 =


x11

x21
...

xn1

 , X2 =


x12

x22
...

xn2

 , ¨ ¨ ¨ Xk =


x1k

x2k
...

xnk

 , ¨ ¨ ¨ Xn =


x1n

x2n
...

xnn


be n solution vectors of the homogeneous system (8.6) on an interval I. Then the Wronskian
W [X1,X2, ¨ ¨ ¨ ,Xn] vanishes on the interval I if and only if it vanishes at some t0 P I.

Proof. Let A(t) = [aij(t)]nˆn, and rewrite xij as x
(i)
j . Since X 1

j = AXj, we must have

x
(i)1
j = the i-th component of AXj =

n
ÿ

k=1

aikx
(k)
j ;

thus using the properties of the determinants we find that
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x
(1)
1 x

(1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(1)
n

... ... ...
x
(i´1)
1 x

(i´1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i´1)
n

x
(i)1
1 x

(i)1
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i)1
n

x
(i+1)
1 x

(i+1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i+1)
n

... ... ...
x
(n)
1 x

(n)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(n)
n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

=

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x
(1)
1 x

(1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(1)
n

... ... ...
x
(i´1)
1 x

(i´1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i´1)
n

n
ř

k=1

aikx
(k)
1

n
ř

k=1

aikx
(k)
2 ¨ ¨ ¨ ¨ ¨ ¨

n
ř

k=1

aikx
(k)
n

x
(i+1)
1 x

(i+1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i+1)
n

... ... ...
x
(n)
1 x

(n)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(n)
n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“row operations”
=

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x
(1)
1 x

(1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(1)
n

... ... ...
x
(i´1)
1 x

(i´1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i´1)
n

aiix
(i)
1 aiix

(i)
2 ¨ ¨ ¨ ¨ ¨ ¨ aiix

(i)
n

x
(i+1)
1 x

(i+1)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(i+1)
n

... ... ...
x
(n)
1 x

(n)
2 ¨ ¨ ¨ ¨ ¨ ¨ x

(n)
n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

= aiiW .
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Therefore,

d

dt
W =

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x
(1)1
1 x

(1)1
2 ¨ ¨ ¨ x

(1)1
n

x
(2)
1 x

(2)
2 ¨ ¨ ¨ x

(2)
n

... . . . ...
x
(n)
1 x

(n)
2 ¨ ¨ ¨ x

(n)
n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

+ ¨ ¨ ¨ +

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x
(1)
1 x

(1)
2 ¨ ¨ ¨ x

(1)
n

... . . . ...
x
(n´1)
1 x

(n´1)
2 ¨ ¨ ¨ x

(n´1)
n

x
(n)1
1 x

(n)1
2 ¨ ¨ ¨ x

(n)1
n

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

= (a11 + ¨ ¨ ¨ + ann)W = tr(A)W ;

thus by the method of integrating factors,

W(t) = exp
( ż t

t0

tr(A)(s) ds
)

W(t0)

which implies that the Wronskian is identically zero (if W(t0) is zero) or else never vanishes
(if W(t0) ‰ 0). ˝

Remark 8.16. The theorem above implies that if X1,X2, ¨ ¨ ¨ ,Xn are n solution vectors
of the homogeneous system (8.6) on an interval I, then exactly one of the following cases
holds:

1. W [X1, ¨ ¨ ¨ ,Xn](t) = 0 for all t P I, in which case X1, ¨ ¨ ¨ ,Xn are linearly dependent;

2. W [X1, ¨ ¨ ¨ ,Xn](t) ‰ 0 for NO values of t P I, in which case X1, ¨ ¨ ¨ ,Xn are linearly
independent.

8.2 Homogeneous Linear Systems
In this section, we consider the equation

X 1 = AX , (8.11)

where A is a constant n ˆ n matrix.

Example 8.17. For a, b, c, d P R being given constants, we consider the linear system

X 1 = AX =

[
a b
c d

]
X (8.12)

or equivalently,
x 1
1 = ax1 + bx2 , (8.13a)

x 1
2 = cx1 + dx2 , (8.13b)
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where A =

[
a b
c d

]
and X = [x1, x2]

T. Using (8.13a), we have bx2 = x 1
1 ´ ax2; thus (8.13b)

implies that x1 satisfies
x 11
1 ´ (a+ d)x 1

1 + (ad ´ bc)x1 = 0 .

Similarly, x2 satisfies
x 11
2 ´ (a+ d)x 1

2 + (ad ´ bc)x1 = 0 .

We note that the characteristic equation for the two ODEs above are exactly the character-

istic equation of the matrix
[
a b
c d

]
.

1. Suppose that λ1 ‰ λ2 are distinct zeros of the characteristic equation, then

x1(t) = k1e
λ1t + k2e

λ2t and x2(t) = k3e
λ1t + k4e

λ2t

for some constants k1, k2, k3, k4 satisfying

λ1k1e
λ1t + λ2k2e

λ2t = (ak1 + bk3)e
λ1t + (ak2 + bk4)e

λ2t ,

λ1k3e
λ1t + λ2k2e

λ2t = (ck1 + dk3)e
λ1t + (ck2 + dk4)e

λ2t .

Since teλ1t, eλ2tu are linearly independent, we must have that k1, k2, k3, k4 satisfy[
a b
c d

] [
k1
k3

]
= λ1

[
k1
k3

]
and

[
a b
c d

] [
k2
k4

]
= λ2

[
k2
k4

]
.

Observing that

X(t) =

[
x1(t)
x2(t)

]
=

[
k1e

λ1t + k2e
λ2t

k3e
λ1t + k4e

λ2t

]
=

[
k1
k3

]
eλ1t +

[
k2
k4

]
eλ2t ,

by letting K1 = [k1, k3]
T and K2 = [k2, k4]

T, we conclude that the solution of the
system (8.12) can be expressed as

X(t) = K1e
λ1t + K2e

λ2t ,

where K1 and K2 satisfies that (A ´ λ1I)K1 = (A ´ λ2I)K2 = 0. In particular, if
K1,K2 are respective eigenvectors associated with λ1 and λ2, then

␣

K1e
λ1t,K2e

λ2t
(

is a fundamental set of solutions of (8.12).
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2. Suppose that λ is a repeated eigenvalue of the characteristic equation, then

x1(t) = k1te
λt + k2e

λt and x2(t) = k3te
λt + k4e

λt

for some k1, k2, k3, k4 satisfying

(k1 + k2λ)e
λt + k1λte

λt = (ak1 + bk3)te
λt + (ak2 + bk4)e

λt ,

(k3 + k4λ)e
λt + k3λte

λt = (ck3 + dk4)te
λt + (ck3 + dk4)e

λt .

Since teλt, teλtu are linearly independent,[
a b
c d

] [
k1
k3

]
= λ

[
k1
k3

]
and

[
a b
c d

] [
k2
k4

]
= λ

[
k2
k4

]
+

[
k1
k3

]
.

Let K1 = [k1, k3]
T and K2 = [k2, k4]

T. Then the two identities above show that

(A ´ λI)K1 = 0 , (8.14a)
(A ´ λI)K2 = K1 . (8.14b)

As a consequence,

(i) If A has two linearly independent eigenvectors v1 and v2, then there exists no
solution to (8.14b) if K1 is a non-zero vector satisfying (8.14a). In this case,
K1 can only be zero vector so that K2 is an eigenvector of A associated with
eigenvalue λ. Therefore,

␣

v1e
λt, v2e

λt
(

is a fundamental set of solutions of (8.12).

(ii) If A has only one linearly independent eigenvector K1, then there exists a non-
zero K2 satisfying (A ´ λI)K2 = K1. In this case,

␣

K1e
λt,K1te

λt + K2e
λt
(

is a fundamental set of solutions of (8.12). We also note that in this case K2

satisfies that (A ´ λI)2K2 = 0 but (A ´ λI)K2 ‰ 0 so that K2 is a generalized
eigenvector of A (associated with λ).

Motivated by Example 8.17, we are prompted to ask whether we can always find a
solution of the form

X(t) =


k1
k2
...
kn

 eλt = Keλt ,

where K is a non-zero constant vector and λ is a constant, for the general homogeneous
linear first-order system

X 1 = AX , (8.15)
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where A is an n ˆ n matrix with constant entries. Suppose that X(t) = Keλt is indeed a
solution to (8.15), then by the fact that d

dx
Keλt = λKeλt, we find that λ and K satisfy

that
(A ´ λI)K = 0 .

In other words, for X(t) = Keλt being a non-trivial solution to (8.15), λ must be an
eigenvalue of A and K is a corresponding eigenvector.

8.2.1 The case that A has n linearly independent eigenvectors

Theorem 8.18. Let λ1, λ2, ¨ ¨ ¨ , λn be n eigenvalues of the coefficient matrix A of the
homogeneous system (8.15) and let K1, K2, ¨ ¨ ¨ , Kn be the corresponding eigenvectors such
that K1, ¨ ¨ ¨ ,Kn are linearly independent. Then the general solution of (8.15) on R is given
by

X(t) = c1K1e
λ1t + c2K2e

λ2t + ¨ ¨ ¨ + cnKne
λnt .

Proof. Note that the computation above shows that Xj ” Kje
λjt of the homogeneous

system (8.15). By the fact that K1, ¨ ¨ ¨ ,Kn are linearly independent, we find that

W [X1, ¨ ¨ ¨ ,Xn](t) = e(λ1+λ2+¨¨¨+λn)t det
([

K1
...K2

... ¨ ¨ ¨
...Kn

])
‰ 0 .

The desired result is then concluded from Theorem 8.10 and 8.15. ˝

Example 8.19. Consider the linear system

X 1 =

 ´4 1 1
1 5 ´1
0 1 ´3

X . (8.16)

Let A be the 3 ˆ 3 matrix in (8.16). If λ is an eigenvalue of A, then

0 = det(A ´ λI) =

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´4 ´ λ 1 1
1 5 ´ λ ´1
0 1 ´3 ´ λ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

= (4 + λ)(5 ´ λ)(3 + λ) ;

thus λ = ´3, ´4 or 5. If K1, K2 and K3 are respective eigenvectors associated with
eigenvalues λ1 = ´3, λ2 = ´4 and λ3 = 5, then ´1 1 1

1 8 ´1
0 1 0

K1 =

 0 1 1
1 9 ´1
0 1 1

K2 =

 ´9 1 1
1 0 ´1
0 1 ´8

K3 =

 0
0
0
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and we choose

K1 =

 1
0
1

 , K2 =

 10
´1
1

 and K3 =

 1
8
1

 .

Therefore, the general solution of (8.16) is

X(t) = c1

 1
0
1

 e´3t + c2

 10
´1
1

 e´4t + c3

 1
8
1

 e5t .

Example 8.20. Consider the linear system

X 1 =

 1 ´2 2
´2 1 ´2
2 ´2 1

X .

The characteristic equation of the matrix given in the linear system is ´(λ+1)2(λ´ 5) = 0

so that the eigenvalues of the matrix are ´1 and t. There are two linearly independent
eigenvectors K1 = [1, 1, 0]T and K2 = [0, 1, 1]T associated with λ = ´1, while K3 =

[1,´1, 1]T is an eigenvector associated with λ = 5. Therefore, Theorem 8.18 implies that
the general solution to the linear system above is

X(t) = c1

11
0

 e´t + c2

01
1

 e´t + c3

 1
´1
1

 e´5t .

Example 8.21. Consider the linear system

X 1 =

[
6 ´1
5 4

]
X . (8.17)

Let A be the 2 ˆ 2 matrix in (8.17). If λ is an eigenvalue of A, then

0 = det(A ´ λI) =
ˇ

ˇ

ˇ

ˇ

6 ´ λ ´1
5 4 ´ λ

ˇ

ˇ

ˇ

ˇ

= (6 ´ λ)(4 ´ λ) + 5 = λ2 ´ 10λ+ 29 ;

thus λ = 5 ˘ 2i. If K1 and K2 are eigenvectors of A associated with the eigenvalues
λ1 = 5 + 2i and λ2 = 5 ´ 2i, then[

1 + 2i ´1
5 ´1 + 2i

]
K1 =

[
1 ´ 2i ´1

5 ´1 ´ 2i

]
K2 =

[
0
0

]
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and we choose
K1 =

[
1

1 ´ 2i

]
and K2 =

[
1

1 + 2i

]
.

Therefore, the general solution of (8.17) is

X(t) = c1

[
1

1 ´ 2i

]
e(5+2i)t + c2

[
1

1 + 2i

]
e(5´2i)t . (8.18)

Theorem 8.22. Let A be the coefficient matix having real entries of the homogeneous system
(8.11), and let K be an eigenvector corresponding to the complex eigenvalue λ. Then

X1(t) = Keλt and X2(t) = sKe
sλt

are solutions to (8.11), where s denotes the complex conjugate.

Proof. The theorem is concluded from the fact that if λ is a complex eigenvalue of a real
matrix A with a corresponding eigenvector K, then sλ is also an eigenvalue of A with a
corresponding eigenvector sK. ˝

In Example 8.21, it is desirable to rewrite a solution such as (8.18) in terms of real-valued
functions. Using the Euler formula

eα+iβ = eα(cos β + i sin β) @α, β P R ,

letting C1 = c1 + c2 and C2 = (c1 ´ c2)i, (8.18) becomes

X(t) =
C1 ´ C2i

2

[
1

1 ´ 2i

]
e5t(cos 2t+ i sin 2t) +

C1 + C2i

2

[
1

1 + 2i

]
e5t(cos 2t ´ i sin 2t)

= C1

([
1
1

]
e5t cos 2t ´

[
0

´2

]
e5t sin 2t

)
+ C2

([
1
1

]
e5t sin 2t+

[
0

´2

]
e5t cos 2t

)
.

In general, if K is an eigenvector of A (with real entries) associated with the complex
eigenvalue λ = α + iβ, where α, β P R, then

Keλt = Keαt(cos βt+ i sin βt) and sKe
sλt = sKeαt(cos βt ´ i sin βt) .

By the superposition principle,

X1(t) =
1

2

(
Keλt + sKe

sλt
)
=

1

2
(K + sK)eαt cos βt+ i

2
(K ´ sK)eαt sin βt

and
X2(t) =

i

2

(
´Keλt + sKe

sλt
)
= ´

i

2
(K ´ sK)eαt cos βt+ 1

2
(K + sK)eαt sin βt
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are also solutions to the homogeneous system (8.11). By defining

B1 =
1

2
(K + sK) and B2 = ´

i

2
(K ´ sK) , (8.19)

we conclude the following

Theorem 8.23. Let λ = α + iβ be a complex eigenvalue of the coefficient matrix A with
real entries in the homogeneous system (8.11), and let B1 and B2 denote the column vectors
defined in (8.19). Then

X1(t) = (B1 cos βt ´ B2 sin βt)eαt and X2(t) = (B2 cos βt+ B1 sin βt)eαt

are linearly independent solutions of (8.11) on R.

Remark 8.24. We note that B1 and B2 are the real part and the imaginary part of K,
respectively.

8.2.2 The case that A does not have n linearly independent eigen-
vectors

In this sub-section we consider, in contrast to the previous sub-section, the case that the
matrix A does not have n linearly independent eigenvectors. Then there exists at least one
eigenvalue λ of A whose corresponding eigenspace has dimension less than the algebraic
multiplicity of λ. To be more precise, there exist λ and m P N such that (x´λ)m is a factor
of the characteristic equation det(A ´ xI) = 0 while (x ´ λ)m+1 is not a factor, but there
are only p linearly independent eigenvectors K1, ¨ ¨ ¨ ,Kp of A associated with λ for some
p ă m.

Suppose the simplest case that λ is the only eigenvalue of A. Then Theorem 8.9 and
8.10 show that there are (n ´ p) solutions whose union with the set

␣

Kje
λt
ˇ

ˇ 1 ď j ď p
(

forms a basis of the solution space. Motivated by Example 8.17, in this case we look for
non-zero constant vectors K satisfying that

(A ´ λI)2K = 0 and (A ´ λI)K ‰ 0 ,

and expect that (A ´ λI)Kteλt + Keλt is a non-trivial solution of the homogeneous system
(8.11). We note that if (A ´ λI)2K = 0, then X(t) = (A ´ λI)Kteλt + Keλt is indeed a



§8.2 Homogeneous Linear Systems 15

solution to (8.11) since

X 1 ´ AX =
d

dt

[
(A ´ λI)Kteλt + Keλt

]
´ A

[
(A ´ λI)Kteλt + Keλt

]
= (A ´ λI)Keλt + λ(A ´ λI)Kteλt + λKeλt ´ A(A ´ λI)Kteλt ´ AKeλt

= ´(A ´ λI)2Kteλt = 0 .

Suppose that the dimension of the null space of the matrix (A ´ λI)2 is q, and Kp+1,
Kp+2, ¨ ¨ ¨ , Kq are linearly independent vectors satisfying

(A ´ λI)2Kj = 0 and (A ´ λI)Kj ‰ 0 @ p+ 1 ď j ď q .

By the fact that the set
␣

Kje
λt
ˇ

ˇ 1 ď j ď p
(

Y
␣

(A ´ λI)Kjte
λt + Kje

λt
ˇ

ˇ p+ 1 ď j ď q
(

(8.20)

is a linearly independent set, we find that if q = n, then the set given in (8.20) is a
fundamental set of solutions of (8.11).

On the other hand, if q ă n then there exist (n´q) linearly independent solutions whose
union with the set given in (8.20) forms a fundamental set of solutions of (8.11). Having the
experience from Example 8.17 and the solutions of second-order linear ODEs with constant
coefficients in Chapter 4, we expect that there is a solution of the form

L t2eλt + Jteλt + Keλt

for some vectors K, J and L. This is indeed the case, and we have the following

Theorem 8.25. Let A be the coefficient matrix in the homogeneous system (8.11), and λ

be an eigenvalue of A with algebraic multiplicity m. Then m linearly independent solution
to (8.11) are given by

X1(t) = K11e
λt ,

X2(t) = K21te
λt + K22e

λt ,

... ...

Xm(t) = Km1
tm´1

(m ´ 1)!
eλt + Km2

tm´2

(m ´ 2)!
eλt + ¨ ¨ ¨ + Kmme

λt ,

where K ij are vectors for all 1 ď i ď m and 1 ď j ď i.
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Remark 8.26. Assume the conditions in Theorem above, and let

X(t) = Kℓ
tℓ´1

(ℓ ´ 1)!
eλt + Kℓ´1

tℓ´2

(ℓ ´ 2)!
eλt + ¨ ¨ ¨ + K2te

λt + K1e
λt . (8.21)

Then

X 1 ´ AX = Kℓ
tℓ´2

(ℓ ´ 2)!
eλt + Kℓ´1

tℓ´3

(ℓ ´ 3)!
eλt + ¨ ¨ ¨ + K2e

λt ´ (A ´ λI)X(t)

= ´(A ´ λI)Kℓ
tℓ´1

(ℓ ´ 1)!
eλt +

[
Kℓ ´ (A ´ λI)Kℓ´1

] tℓ´2

(ℓ ´ 2)!
eλt

+
[
Kℓ´1 ´ (A ´ λI)Kℓ´2

] tℓ´3

(ℓ ´ 3)!
eλt + ¨ ¨ ¨ +

[
K2 ´ (A ´ λI)K1

]
eλt

so that the fact that
␣

eλt, teλt, t2eλt, ¨ ¨ ¨ , tℓ´1eλt
(

is a linearly independent set implies that

X is a solution to (8.11) ô (A ´ λI)Kℓ = 0 and Kj = (A ´ λI)Kj´1 for all 2 ď j ď ℓ

ô (A ´ λI)Kℓ = 0 and Kj = (A ´ λI)j´1K1 for all 2 ď j ď ℓ .

We then immediately conclude that X given by (8.21) is a solution to (8.11) with leading
coefficient vector Kℓ ‰ 0 if and only if

(A ´ λI)ℓK1 = 0 , (A ´ λI)ℓ´1K1 ‰ 0 and Kj = (A ´ λI)j´1K1 for all 2 ď j ď ℓ .

The statement above provides a way to find solutions to (8.11) of the form given by (8.11).

Example 8.27. Consider the linear system

X 1 = AX =

[
3 ´18
2 ´9

]
X .

The matrix A has a repeated eigenvalue λ = ´3 with algebraic multiplicity 2, but the
corresponding eigenspace is 1-dimensional and is spanned by the eigenvector K1 = [3, 1]T.
Therefore, we immediately obtain one solution X1(t) = K1e

´3t and there exists a solution
of the form

X2(t) = (A + 3I)Kte´3t + Ke´3t

for some K satisfying (A + 3I)2K = 0 and (A + 3I)K ‰ 0. Since

(A + 3I)2 =
[
6 ´18
2 ´6

] [
6 ´18
2 ´6

]
=

[
0 0
0 0

]
we can choose K = [1; 0]T (or any K which is not an eigenvector of A) and obtain another
solution

X2(t) =

[
6
2

]
te´3t +

[
1
0

]
te´3t .
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Example 8.28. Consider the linear system

X 1 = AX =

 2 1 6
0 2 5
0 0 2

X .

The matrix A has a repeated eigenvalue λ = 2 with algebraic multiplicity 3, and the
corresponding eigenspace is 1-dimensional and is spanned by the eigenvector K1 = [1, 0, 0]T.
Therefore, we immediately obtain one solution X1(t) = K1e

2t. To obtain another two
linearly independent solution, we first look for solutions of the form

(A ´ 2I)Kte2t + Ke2t ,

where K satisfies (A ´ 2I)2K = 0 but (A ´ 2I)K ‰ 0. Since

(A ´ 2I)2 =

 0 1 6
0 0 5
0 0 0

 0 1 6
0 0 5
0 0 0

 =

 0 0 5
0 0 0
0 0 0

 ,

we choose K = [0, 1, 0]T and obtain another solution

X2(t) =

10
0

 te2t +

01
0

 et .

We note that there will be no other linearly independent solution of the form (A´2I)Kte2t+

Ke2t since the null space of (A ´ 2I)2 is 2-dimensional. Therefore, there must be a solution
of the form

(A ´ 2I)2K t2

2
e2t + (A ´ 2I)Kte2t + Ke2t ,

where K satisfies (A ´ 2I)3K = 0 but (A ´ 2I)2K ‰ 0. We then choose K = [0, 0, 1]T and
obtain

X3(t) =

50
0

 t2

2
et +

65
0

 tet +

00
1

 et

so that
␣

X1,X2,X3

(

is a fundamental set of solutions to the system given above.

8.3 Non-homogeneous Linear Systems
In this section we focus on solving the linear system

X 1 = A(t)X + F(t) , (8.22)
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where A is an n ˆ n matrix. By Theorem 8.11, it suffices to find a particular solution so
that general solutions to (8.22) can be expressed as the sum of this particular solution and
linear combinations of functions in a fundamental set of solution of (8.6).

8.3.1 The method of undetermined coefficients

When A is a constant matrix, the method of undetermined coefficients sometimes provides
a quick way of finding a particular solution when the entries F are constants, polynomials,
exponential functions, sines and cosines or finite sums and products of these functions. We
will ignore this method here since there are certain restrictions, depending on the form for
applying this method.

8.3.2 The method of variation of parameters

Let
␣

X1,X2, ¨ ¨ ¨ ,Xn

(

be a fundamental set of solutions of the homogeneous system (8.6)
on an interval I (here we do not exclude the possibility that A = A(t)), and Φ(t) =[
X1(t)

... ¨ ¨ ¨
... Xn(t)] be a fundamental matrix of the homogeneous system (8.11) on the

interval. Then

1. Φ 1 = A(t)Φ;

2. Theorem 8.15 implies that Φ(t) is non-singular for all t P I;

3. Theorem 8.10 implies that every solution X to (8.11) on the interval can be expressed
as X(t) = Φ(t)C for some constant vector C = [c1, c2, ¨ ¨ ¨ , cn]

T.

The method of variation of parameters of finding a particular solution to (8.22) is to find a
solution of the form

Xp(t) = Φ(t)U(t)

for some vector-valued function U . By the product rule,

d

dt

[
Φ(t)U(t)

]
= Φ 1(t)U(t) +Φ(t)U 1(t) = A(t)Φ(t)U(t) +Φ(t)U 1(t) ;

thus Xp = ΦU is a particular solution to (8.22) if and only if

Φ(t)U 1(t) = F(t) .
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Since Φ is non-singular, we find that

Xp = ΦU is a particular solution to (8.22) if and only if U 1(t) = Φ´1(t)F(t) .

Therefore, a particular solution can be expressed as

Xp(t) = Φ(t)

ż

Φ´1(t)F(t) dt (8.23)

and the general solution of (8.22) can be expressed as

X(t) = Φ(t)C +Φ(t)

ż

Φ´1(t)F(t) dt

for some constant vector C = [c1, c2, ¨ ¨ ¨ , cn]
T.

Example 8.29. Consider the linear system

X 1 = AX + F =

[
´3 1
2 ´4

]
X +

[
3t
e´t

]
on R. We first find a fundamental set of the associated homogeneous system. Note that
there are two distinct eigenvalues λ1 = ´2 and λ2 = ´5 with corresponding eigenvectors
K1 = [1, 1]T and K2 = [1,´2]T. Therefore, X1(t) ” K1e

´2t and X2(t) ” K2e
´5t forms a

fundamental set of the associated homogeneous system. Therefore,

Φ(t) =

[
e´2t e´5t

e´2t ´2e´5t

]

is a fundamental matrix. Since Φ´1(t) =

2

3
e2t

1

3
e2t

1

3
e5t ´

1

3
e5t

, using (8.23) we find that

Xp(t) =

[
e´2t e´5t

e´2t ´2e´5t

]
ż

2

3
e2t

1

3
e2t

1

3
e5t ´

1

3
e5t

[
3t
e´t

]
dt

=

[
e´2t e´5t

e´2t ´2e´5t

]
ż

2tet +
1

3
et

te5t ´
1

3
e4t

 dt =

[
e´2t e´5t

e´2t ´2e´5t

] te2t ´
1

2
e2t +

1

3
et

1

5
te5t ´

1

25
e5t ´

1

12
e4t


=

 6

5
t ´

27

50
+

1

4
e´t

3

5
t ´

21

50
+

1

2
e´t
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is a particular solution of the linear system above. Therefore, the general solution to the
linear system is

X(t) =

[
e´2t e´5t

e´2t ´2e´5t

] [
c1
c2

]
+

 6

5
t ´

27

50
+

1

4
e´t

3

5
t ´

21

50
+

1

2
e´t

 .

Example 8.30. Consider the linear system

X 1 = A(t)X + F(t) =

[
0 1

0
2

t

]
X +

[
et

t2

]
.

Note that the associated homogeneous system X 1 = A(t)X has two linearly independent
solution

X1(t) =

[
1
0

]
and X2(t) =

[
t3

3t2

]
.

Let Φ(t) =

[
1 t3

0 3t2

]
. Using (8.23) we obtain a particular solution

Xp(t) =

[
1 t3

0 3t2

]
ż
[
1 t3

0 3t2

]´1 [
et

t2

]
dt =

[
1 t3

0 3t2

]
ż

 1 ´
t

3

0
1

3t2

[
et

t2

]
dt

=

[
1 t3

0 3t2

]
ż

 et ´
t3

3
1

3

 dt =

[
1 t3

0 3t2

] et ´
t4

12
t

3

 =

[
et +

t4

4
t3

]
.

Therefore, the general solution to the non-homogeneous linear system is

X(t) =

[
1 t3

0 3t2

] [
c1
c2

]
+

[
et +

t4

4
t3

]
.

Initial-Value Problem: Suppose that Φ is a fundamental matrix of the homogeneous
system X 1 = A(t)X. Then the solution to the initial-value problem

X 1 = A(t)X + F(t) @ t P I ,

X(t0) = X0 ,

where t0 P I, is

X(t) = Φ(t)Φ´1(t0)X0 +Φ(t)

ż t

t0

Φ(s)´1F(s) ds .
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8.4 Matrix Exponential
Note that one way to see that x(t) = ceλt is a solution to x1 = λx, where λ is a constant, is
to differentiate the power series representation of the exponential function

exp(λt) =
8
ÿ

k=0

(λt)k

k!
= 1 + λt+

λ2t2

2!
+ ¨ ¨ ¨ +

λntn

n!
+ ¨ ¨ ¨

and see that
d

dt
eλt =

8
ÿ

k=1

λktk´1

(k ´ 1)!
=

8
ÿ

k=0

λk+1tk

k!
= λ

8
ÿ

k=0

λktk

k!
= λeλt .

Motivated by the computation above, we find that the “power series”
8
ř

k=0

Aktk

k!
is a solution

to X 1 = AX since “formally” we can differentiate the series above and obtain that

d

dt

8
ÿ

k=0

Aktk

k!
=

8
ÿ

k=1

Aktk´1

(k ´ 1)!
=

8
ÿ

k=0

Ak+1tk

k!
= A

8
ÿ

k=0

Aktk

k!
. (8.24)

We note that the computation above is indeed correct since the sequence of functions
! n
ř

k=0

Aktk

k!

)8

n=1
converges uniformly to

8
ř

k=0

Aktk

k!
on any bounded interval I. Motivated

by the Maclaurin series of the exponential function and the computation above, we have
the following

Definition 8.31. The exponential of an n ˆ n matrix M , denoted by eM or exp(M), is a
matrix defined by

eM = exp(M) ” Inˆn + M +
1

2!
M 2 +

1

3!
M 3 + ¨ ¨ ¨ +

1

k!
Mk + ¨ ¨ ¨ =

8
ÿ

k=0

1

k!
Mk .

With this definition (of exponential of matrices), (8.24) can be written as d

dt
eAt = AeAt.

In the following, we focus on the evaluation of the power series eAt ”
8
ř

k=0

Aktk

k!
.

By the knowledge from linear algebra,

A = PΛP´1 (8.25)

for some invertible matrix P, where Λ is of the Jordan canonical form

Λ =


J1 O ¨ ¨ ¨ O
O J2

. . . O
... . . . . . . ...

O ¨ ¨ ¨ O Jℓ

 (8.26)
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in which each O is zero matrix, and each Jk is a square matrix of the form λI or

Jk = λI +


0 1 0 ¨ ¨ ¨ 0

0 0 1
. . . ...

... . . . . . . . . . 0

... . . . 0 1
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 0

 =


λ 1 0 ¨ ¨ ¨ 0

0 λ 1
. . . ...

... . . . . . . . . . 0

... . . . λ 1
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 λ

 (8.27)

for some eigenvalue λ of A. Therefore, by the fact that Ak = PΛkP´1,

eAt =
8
ÿ

k=0

Aktk

k!
= lim

nÑ8

n
ÿ

k=0

(At)k

k!
= lim

nÑ8

n
ÿ

k=0

P(Λt)kP´1

k!
= lim

nÑ8
P
( n
ÿ

k=0

(Λt)k

k!

)
P´1

= P
( 8
ÿ

k=0

(Λt)k

k!

)
P´1 .

Since Λ takes the form (8.26), we find that

(Λt)k =


(J1t)

k O ¨ ¨ ¨ O
O (J2t)

k . . . O
... . . . . . . ...

O ¨ ¨ ¨ O (Jℓt)
k

 .

If J = λI for some λ, then (Jt)k = λktkI so that eJt = eλtI. On the other hand, if J takes
the form (8.27), then by the fact that λI commutes with (J ´ λI), we find that

Jk =
[
λI + (J ´ λI)

]k
=

k
ÿ

j=0

Ck
j λ

k´j(J ´ λI)j .

By the fact that
There are j copies of 0’s here

hkkkkkikkkkkj

(J ´ λI)j =



0 ¨ ¨ ¨ 0 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0

0
. . . 0 1 0 ¨ ¨ ¨

...
... . . . . . . . . . . . . ...
... . . . 0 1 0
... . . . 0 1
... . . . 0
... ...
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
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so that with Ck
m denoting the number k(k ´ 1) ¨ ¨ ¨ (k ´ m+ 1)

m!
,

Jk =



λk kλk´1 Ck
2λ

k´2 ¨ ¨ ¨ ¨ ¨ ¨ Ck
m´1λ

k´m+1

0 λk kλk´1 . . . . . . Ck
m´2λ

k´m+2

... . . . . . . . . . . . . ...

... . . . . . . . . . . . . Ck
2λ

k´2

... ¨ ¨ ¨ ¨ ¨ ¨ 0 λk kλk´1

0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 λk


.

Therefore, if J is an m ˆ m matrix taking the form (8.27),

eJt =
8
ÿ

k=0

(Jt)k
k!

=



eλt teλt
t2

2!
eλt

t3

3!
eλt

t4

4!
eλt ¨ ¨ ¨

tm´1

(m ´ 1)!
eλt

0 eλt teλt
t2

2!
eλt

. . . . . . tm´2

(m ´ 2)!
eλt

... 0 eλt teλt
t2

2!
eλt

. . . ...
... ... . . . . . . . . . . . . ...
... ... . . . 0 eλt teλt

t2

2!
eλt

... ... . . . . . . 0 eλt teλt

0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 eλt


.

Using (8.25), letting Y = P´1X, by the fact that P is a constant matrix we find that

Y 1 = P´1X 1 = P´1AX = ΛP´1X = ΛY .

Write Y =


Y 1

Y 2
...

Y ℓ

, where Y k is a nk ˆ 1 column vector if Jk is nk ˆ nk matrix. Then for

each 1 ď k ď ℓ we have Y 1
k = JkY k, so it suffices to solve the linear system Y 1 = JY ,

where J is in diagonal form or J takes the form (8.27). Once we obtain a solution Y to the
equation above, the solution X to (8.11) is then obtained by letting X = PY .

Example 8.32 (Example 8.28 Revisit). Consider the linear system

X 1 = AX =

 2 1 6
0 2 5
0 0 2

X
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that we discussed in Example 8.28. Note that 2 1 6
0 2 5
0 0 2

 =

 5 6 0
0 5 0
0 0 1

 2 1 0
0 2 1
0 0 2

 5 6 0
0 5 0
0 0 1

´1

,

from the discussion above we conclude that the general solution to the given linear system
is given by

X(t) =

 5 6 0
0 5 0
0 0 1

 exp

 2 1 0
0 2 1
0 0 2

 t

 C1

C2

C3


=

 5 6 0
0 5 0
0 0 1


 e2t te2t

t2

2
e2t

0 e2t te2t

0 0 e2t


 C1

C2

C3



=

 5 6 0
0 5 0
0 0 1


 C1e

2t + C2te
2t + C3 t

2

2
e2t

C2e
2t + C3te

2t

C3e
2t


=

(
C1 + C2t+

C3t
2

2

) 5
0
0

 e2t +
(
C2 + C3t

) 6
5
0

 e2t + C3

 0
0
1

 e2t .

In terms of the fundamental set
␣

X1,X2,X3

(

given in Example 8.28, the general solution
above is

X(t) = (5C1 + C2)X1 + 5C2X2(t) + C3X3(t) .

Example 8.33. Consider the linear system X 1 = AX, where

A =


4 ´2 0 2
0 6 ´2 0
0 2 2 0
0 ´2 0 6

 =


´2 0 0 1
´2 1 1 0
´2 2 1 0
´2 0 1 1



4 1 0 0
0 4 0 0
0 0 4 0
0 0 0 6




´2 0 0 1
´2 1 1 0
´2 2 1 0
´2 0 1 1


´1

.

From the discussion above, we find that the general solution to the given linear system is

X(t) =


1 ´1 ´2 ´1
0 1 1 2
0 0 1 ´1

´1 0 0 1

 exp



4 1 0 0
0 4 0 0
0 0 4 0
0 0 0 6

 t




C1

C2

C3

C4



=


1 ´1 ´2 ´1
0 1 1 2
0 0 1 ´1

´1 0 0 1



e4t te4t 0 0
0 e4t 0 0
0 0 e4t 0
0 0 0 e6t




C1

C2

C3

C4

 .



§8.4 Matrix Exponential 25

Example 8.34. Consider the linear system X 1 = AX, where

A =


6 5 9 4

´8 ´6 ´11 ´8
1 1 0 1
0 ´1 1 2

 =


´2 0 0 1
´2 1 1 0
´2 2 1 0
´2 0 1 1



2 1 0 0
0 2 0 0
0 0 ´1 1
0 0 0 ´1




1 ´1 ´2 ´1
0 1 1 2
0 0 1 ´1

´1 0 0 1


´1

.

From the discussion above, we find that the general solution to the given linear system is

X(t) =


´2 0 0 1
´2 1 1 0
´2 2 1 0
´2 0 1 1

 exp



2 1 0 0
0 2 0 0
0 0 ´1 1
0 0 0 ´1

 t




C1

C2

C3

C4



=


´2 0 0 1
´2 1 1 0
´2 2 1 0
´2 0 1 1



e2t te2t 0 0
0 e2t 0 0
0 0 e´t te´t

0 0 0 e´t




C1

C2

C3

C4

 .

‚ The construction of Jordan decompositions: Let A P Mnˆn be given.

Step 1: Let λ1, λ2, ¨ ¨ ¨ , λk be the distinct eigenvalues of A with multiplicity m1, m2, ¨ ¨ ¨ ,
mk. We first focus on how to determine the block

Λj =


Λ

(1)
j O ¨ ¨ ¨ O

O Λ
(2)
j

. . . O
... . . . . . . ...

O ¨ ¨ ¨ O Λ
(rj)
j

 ,

whose diagonal is a fixed eigenvalue λj with multiplicity mj for some j P t1, 2, ¨ ¨ ¨ , ku,
and the size of Λ(i)

j is not smaller than the size of Λ(i+1)
j for i = 1, ¨ ¨ ¨ , rj ´ 1. Once

all Λ1
js are obtained, then

Λ =


Λ1 O ¨ ¨ ¨ O
O Λ2

. . . O
... . . . . . . ...

O ¨ ¨ ¨ O Λk

 .

Step 2: Let Ej and Kj denote the eigenspace and the generalized eigenspace associated
with λj, respectively. Then rj = dim(Ej) and mj = dim(Kj). Determine the smallest
integer nj such that

mj = dim
(

ker(A ´ λjI)nj
)
.
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Find the value

p
(ℓ)
j = dim(ker(A ´ λjI)ℓ

)
for ℓ P t1, 2, ¨ ¨ ¨ , nju

and set p
(0)
j = 0. Construct an rj ˆ nj matrix whose entries only takes the value 0 or

1 and for each ℓ P t1, ¨ ¨ ¨ , nju only the first p
(ℓ)
j ´ p

(ℓ´1)
j components takes value 1 in

the ℓ-th column of this matrix. Let s
(i)
j be the sum of the i-th row of the matrix just

obtained. Then Λ
(i)
j is a s

(i)
j ˆ s

(i)
j matrix.

Step 3: Next, let us determine matrix P. Suppose that

P =
[
u(1)
1

... ¨ ¨ ¨
... u(m1)

1

... u(1)
2

... ¨ ¨ ¨
... u(m2)

2

... u(1)
3

... ¨ ¨ ¨
... u(n)

k

]
.

Then A
[
u(1)
j

... ¨ ¨ ¨
... u(mj)

j

]
=

[
u(1)
j

... ¨ ¨ ¨
... u(mj)

j

]
Λj . Divide

␣

u(1)
j , ¨ ¨ ¨ ,u(mj)

j

(

into rj

groups

␣

u(1)
j , ¨ ¨ ¨ ,u(s

(1)
j )

j

(

,
␣

u(s
(1)
j +1)

j , ¨ ¨ ¨ ,u(s
(1)
j +s

(2)
j )

j

(

, ¨ ¨ ¨ , and
␣

u(s
(1)
j +¨¨¨+s

(rj´1)

j +1)

j , ¨ ¨ ¨ ,u(mj)
j

(

so that for each ℓ P t1, ¨ ¨ ¨ , rju, we let the ℓ-th group refer to the group of vectors
!

u(s
(1)
j +¨¨¨+s

(ℓ´1)
j +1)

j ,u(s
(1)
j +¨¨¨+s

(ℓ´1)
j +2)

j , ¨ ¨ ¨ ,u(s
(1)
j +¨¨¨+s

(ℓ)
j )

j

)

.

We then set up the first group by picking up an arbitrary non-zero vectors v1 P

ker
(
(A ´ λjI)s

(1)
j z ker

(
(A ´ λjI)s

(1)
j ´1

)
and let

u(i)
j = (A ´ λjI)s

(1)
j ´iv1 for i P t1, ¨ ¨ ¨ , s

(1)
j ´ 1u .

Inductively, once the first ℓ groups of vectors are set up, pick up an arbitrary non-zero
vector vℓ+1 P ker

(
(A ´ λjI)s

(ℓ+1)
j z ker

(
(A ´ λjI)s

(ℓ+1)
j ´1

)
such that vℓ+1 is not in the

span of the vectors from the first ℓ groups, and define

u(s
(1)
j +¨¨¨+s

(ℓ)
j +i)

j = (A ´ λjI)s
(ℓ+1)
j ´ivℓ+1 for i P t1, ¨ ¨ ¨ , s

(ℓ+1)
j ´ 1u .

This defines the (ℓ+1)-th group. Keep on doing so for all ℓ ď rj and for j P t1, ¨ ¨ ¨ , ku,
we complete the construction of P.

Example 8.35. Find the Jordan decomposition of the matrix A =


4 ´2 0 2
0 6 ´2 0
0 2 2 0
0 ´2 0 6

.
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If λ is an eigenvalue of A, then λ satisfies

0 = det(A ´ λI) =

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

4 ´ λ ´2 0 2
0 6 ´ λ ´2 0
0 2 2 ´ λ 0
0 ´2 0 6 ´ λ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

= (4 ´ λ)

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

6 ´ λ ´2 0
2 2 ´ λ 0

´2 0 6 ´ λ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

= (4 ´ λ)
[
(6 ´ λ)2(2 ´ λ) + 4(6 ´ λ)

]
= (6 ´ λ)(4 ´ λ)

[
(6 ´ λ)(2 ´ λ) + 4

]
= (λ ´ 4)3(λ ´ 6) .

Let λ1 = 4, λ2 = 6, m1 = 3 and m2 = 1. Note that

dim
(

ker(A ´ 4I)
)
= 2 and dim

(
ker(A ´ 4I)2

)
= 3 .

Therefore, n1 = 2 and p
(1)
1 = 2, p(2)1 = 3. We then construct the matrix according to Step 2

above, and the matrix is a 2 ˆ 2 matrix given by
[
1 1
1 0

]
. This matrix provides that s1 = 2

and s2 = 1; thus the block associated with the eigenvalue λ = 4, is

4 1 0
0 4 0
0 0 4

 . Therefore,

Λ =


4 1 0 0
0 4 0 0
0 0 4 0
0 0 0 6

 .

First, we note that the eigenvector associated with λ = 6 can be chosen as (1, 0, 0, 1)T.
Computing ker

(
(A ´ 4I)

)
and ker

(
(A ´ 4I)2

)
, we find that

ker
(
(A ´ 4I)

)
= span

(
(1, 0, 0, 0)T, (0, 1, 1, 1)T) ,

ker
(
(A ´ 4I)2

)
= span

(
(1, 0, 0, 0)T, (0, 1, 0, 2)T, (0, 1, 2, 0)T) .

We note that either (0, 1, 0, 2)T or (0, 1, 2, 0)T is in ker
(
(A ´ 4I)

)
, we can choose v =

(0, 1, 0, 2)T. Then (A ´4I)v = (2, 2, 2, 2)T. Finally, for the third column of P we can choose
either (1, 0, 0, 0)T or (0, 1, 1, 1)T (or even their linear combination) since these vectors are
not in the span of (2, 2, 2, 2)T and (0, 1, 0, 2). Therefore,

P =


2 0 1 1
2 1 0 0
2 0 0 0
2 2 0 1

 or P =


2 0 0 1
2 1 1 0
2 0 1 0
2 2 1 1


satisfies A = PΛP´1.
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Example 8.36. Let A =


a 0 1 0 0
0 a 0 1 0
0 0 a 0 1
0 0 0 a 0
0 0 0 0 a

. Then the characteristic equation of A is

(a ´ λ)5; thus λ = a is the only eigenvalue of A. First we compute the kernel of (A ´ aI)p

for various p. With ei = (0, ¨ ¨ ¨ , 0
looomooon

(i ´ 1)-slots

, 1, 0, ¨ ¨ ¨ , 0)T denoting the i-th vector in the standard

basis of R5, we find that

ker((A ´ aI)) =
␣

(x1, x2, 0, 0)
T ˇ

ˇx1, x2 P R
(

= span(e1, e2) ,

ker((A ´ aI)2) =
␣

(x1, x2, x3, x4, 0)
T ˇ

ˇx1, x2, x3, x4 P R
(

= span(e1, e2, e3, e4) ,

ker((A ´ aI)3) = R5 = span(e1, e2, e3, e4, e5) .

The matrix obtained by Step 2 is
[
1 1 1
1 1 0

]
which implies that the two Jordan blocks is of

size 3 ˆ 3 and 2 ˆ 2. Therefore,

Λ =


a 1 0 0 0
0 a 1 0 0
0 0 a 0 0
0 0 0 a 1
0 0 0 0 a

 .

We note that e5 P ker
(
(A ´ aI)3

)
z ker

(
(A ´ aI)2

)
; thus the first three column of P can

be chosen as
P(1 : 3) =

[
(A ´ aI)2e5

... (A ´ aI)e5
... e5

]
=

[
e1

... e3
... e5

]
.

To find the last two columns, we try to find a vector w P ker
(
(A ´ aI)2

)
z ker

(
(A ´ aI)

)
so

that w is not in the span of te1, e3, e5u. Therefore, we may choose w = e4; thus the last
two columns of P is

P(4 : 5) =
[
(A ´ aI)e4

... e4

]
=

[
e2

... e4

]
which implies that

P =


1 0 0 0 0
0 0 0 1 0
0 1 0 0 0
0 0 0 0 1
0 0 1 0 0

 .



Chapter 10

System of Nonlinear First-Order
Differential Equations

10.1 Autonomous Systems
Definition 10.1. A system of first-order differential equations is said to be autonomous if
the system can be written in the form

dx1
dt

= g1(x1, x2, ¨ ¨ ¨ , xn) ,

dx2
dt

= g2(x1, x2, ¨ ¨ ¨ , xn) ,
... ...

dxn
dt

= gn(x1, x2, ¨ ¨ ¨ , xn) ,

(10.1)

Example 10.2. The most famous autonomous system is obtained the pendulum system
d2θ

dt2
+

g

L
sin θ = 0 :

letting x = θ and y = θ 1, then

x 1 = y ,

y 1 = ´
g

L
sinx .

Notation: Let X and g(X) denote the respective column vectors

X(t) =


x1(t)
x2(t)

...
xn(t)

 , g(X) =


g1(x1, x2, ¨ ¨ ¨ , xn)
g2(x1, x2, ¨ ¨ ¨ , xn)

...
gn(x1, x2, ¨ ¨ ¨ , xn)

 ,

29
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then the autonomous system (10.1) can be written in the form X 1 = g(X).
When the independent variable t is interpreted as time, the autonomous system (10.1)

is also called a dynamical system. When n = 2, the system in (10.1) is called a plane
autonomous system, and we write the system as

dx

dt
= P (x, y) ,

dy

dt
= Q(x, y) .

(10.2)

If P (x, y) and Q(x, y) and the partial derivatives Px, Py, Qx, Qy are continuous in a region
R of the plane, then a solution of the plane autonomous system (10.2) is unique and of one
of the three basic types:

1. A constant solution x(t) = x0, y(t) = y0 (or X(t) = X0 for all t). A constant solution
is called a critical or stationary point. When the particle is placed at a critical point
X0, it remains there indefinitely. For this reason a constant solution is also called an
equilibrium solution or simply equilibrium. Note that X0 = [x0, y0]

T is an equilibrium
if P (x0, y0) = Q(x0, y0) = 0.

2. A periodic solution x = x(t), y = y(t). A periodic solution is called a cycle. If p is
the period of the solution, then X(t+ p) = X(t) for all t and a particle placed on the
curve at X0 will cycle around the curve and return to X0 in p units of time.

3. A solution x = x(t), y = y(t) defines an arc - a plane curve that does not cross itself
(by the uniqueness of the solution to initial-value problems).

Example 10.3. Consider the autonomous system

x 1 = 2x+ 8y ,

y 1 = ´x ´ 2y .

The general solution to the linear system above is

x(t) = c1(2 cos 2t ´ 2 sin 2t) + c2(2 cos 2t+ 2 sin 2t) ,

y(t) = ´c1 cos 2t ´ c2 sin 2t ;

thus every solution is periodic with period p = π.
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Example 10.4. Consider the autonomous system

x 1 = ´y ´ x
a

x2 + y2 ,

y 1 = x ´ y
a

x2 + y2 .

Let us rewrite the differential equations above in polar coordinate. Let r =
a

x2 + y2 and
θ = arctan y

x
. Then

dr

dt
=

1

r

(
x
dx

dt
+ y

dy

dt

)
and dθ

dt
=

1

r2

(
´ y

dx

dt
+ x

dy

dt

)
so that r, θ satisfy r 1 = ´r2 and θ 1 = 1. Therefore, r(t) = 1

t+ c1
and θ(t) = t+ c2 for some

constants c1, c2; thus

x(t) = r(t) cos θ(t) = cos(t+ c2)

t+ c1
,

y(t) = r(t) sin θ(t) =
sin(t+ c2)

t+ c1
.

The trajectory is given by the polar graph of the polar equation r =
1

θ + c
for some constant

c(= c1 ´ c2).

If an initial condition X(0) = (3, 3) is imposed to the autonomous system, the solution
is then given by

x(t) =
cos(t+ π/4)

t+
?
2/6

, y(t) =
sin(t+ π/4)

t+
?
2/6

whose trajectory is an arc r =
1

θ +
?
2/6 ´ π/4

.

Example 10.5. Suppose in terms of polar coordinate an autonomous system is written as
dr

dt
= 0.5(3 ´ r) ,

dθ

dt
= 1 .

The general solution is given by r(t) = 3 + c1e
´0.5t, θ(t) = t+ c2.

1. If an initial condition (r, θ)(0) =
(
1,

π

2

)
is imposed, the trajectory is

r = 3 ´ 2e´0.5(θ´π
2
)

so that r Ñ 3 as t Ñ 8.

2. If an initial condition (r, θ)(0) = (3, 0) is imposed, the solution is (x, y) = (3 cos t, 3 sin t)

so that the trajectory is a circle with radius 3.
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10.2 Stability of Autonomous Systems
Suppose that Xe is an equilibrium of a plane autonomous system, and X = X(t) is a solution
of the system that satisfies the initial condition X(0) = X0 ‰ Xe. Some fundamental
question that we would like to answer in the study of autonomous system are:

1. Will the particle return to the equilibrium; that is, lim
tÑ8

X(t) = X1.

2. If the particle does not return to the equilibrium, does it remain close to the equilib-
rium or move away from the equilibrium? In mathematical terms, we would like to
know if there exists (small) δ ą 0 such that |X(t) ´ Xe| ă δ for large enough t or
there exists an increasing sequence ttnu8

n=1 such that |X(tn) ´ Xe| ě δ.

Definition 10.6. Let Xe be an equilibrium of an autonomous system, and X = X(t) is a
solution of the system that satisfies the initial condition X(0) = X0 ‰ Xe.

1. Xe is called a stable equilibrium if for every ε ą 0, there exists δ ą 0 such that if
the initial point X0 satisfies |X0 ´ Xe| ă δ, then |X(t) ´ Xe| ă ε for all t ą 0. If in
addition there exists δ0 ą 0 such that lim

tÑ8
X(t) = Xe whenever |X0 ´ Xe| ă δ0, Xe

is called an asymptotically stable equilibrium.

2. Xe is called an unstable equilibrium if there exists ρ ą 0 such that for any r ą 0

there is at least one initial position X0 satisfying |X0 ´ Xe| ă r and t ą 0 such that
|X(t) ´ Xe| ě ρ.

10.2.1 Stability Analysis for plane autonomous systems

We first investigate the stability of linear plane autonomous system

x 1 = ax+ by , (10.3a)
y 1 = cx+ dy . (10.3b)

Let A =

[
a b
c d

]
. Suppose that ∆ ” det(A) ‰ 0 so that 0 is the only equilibrium. Note

that the eigenvalues of A is given by λ =
τ ˘

?
τ2 ´ 4∆

2
, where τ = a+ d.

1. The case τ 2 ´ 4∆ ą 0: Then the general solution to system (10.3) is given by

X(t) = c1K1e
λ1t + c2K2e

λ2t ,

where λ1, λ2 are the eigenvalues and K1,K2 are corresponding eigenvectors.
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(a) If λ1, λ2 ă 0 (which corresponds to the case τ 2 ´ 4∆ ą 0, τ ă 0,∆ ą 0), then
lim
tÑ8

X(t) = 0 which shows that 0 is a stable equilibrium.

(b) If λ1, λ2 ą 0 (which corresponds to the case τ 2 ´ 4∆ ą 0, τ ą 0,∆ ą 0), then
lim
tÑ8

ˇ

ˇX(t)
ˇ

ˇ = 8 unless c1 = c2 = 0. In this case, 0 is an unstable equilibrium.

(c) If λ2 ă 0 ă λ1 (which corresponds to the case τ 2 ´ 4∆ ą 0,∆ ă 0), then
lim
tÑ8

ˇ

ˇX(t)
ˇ

ˇ = 8 unless c1 = 0. Therefore, even though X(t) still approaches zero
along the line determined by K2 if X0 lies on this line, 0 is still an unstable
equilibrium (and is called a saddle equilibrium).

2. The case τ 2 ´ 4∆ = 0: Then A has a repeated eigenvalue λ =
τ

2
.

(a) If A has two linearly independent eigenvectors K1 and K2, then the general
solution to system (10.3) is given by

X(t) = c1K1e
λt + c2K2e

λt ,

Then 0 is stable if and only if λ ă 0 (or τ ă 0). In this case, 0 is called a
degenerate stable/unstable node.

(b) If A has only one linearly independent eigenvector K1, then there exists K2 ‰ 0
such that (A´λI)2K2 = 0 but (A´λI)K2 ‰ 0. In this case the general solution
to system (10.3) is given by

X(t) = c1K1e
λt + c2

[
(A+

τ

2
I)K2te

λt + K2e
λt
]
,

Then 0 is stable if and only if λ ă 0 (or τ ă 0). In this case, 0 is again called a
degenerate stable/unstable node.

3. The case τ 2´4∆ ă 0: Then λ1 = α+iβ and λ2 = α´iβ for α =
τ

2
and β =

?
4∆ ´ τ2

2
.

In this case, the general solution to system (10.3) is given by

X(t) = c1(B1 cos βt ´ B2 sin βt)eαt + c2(B2 cos βt+ B1 sin βt)eαt .

(a) If α = 0 (which corresponds to the case τ 2 ´4∆ ă 0 and τ = 0), then A has pure
imaginary eigenvalues and the general solution are periodic with period p =

2π

β
.

In this case the trajectory of solutions are ellipses centered at the equilibrium 0,
so 0 is also called a center.
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(b) If α ‰ 0 (which corresponds to the case τ 2 ´ 4∆ ă 0 and τ ‰ 0), then 0 is stable
if and only if α ă 0 (or τ ă 0). In this case, 0 is called a stable (or unstable if
α ą 0) spiral equilibrium.

Theorem 10.7. Let X = X(t) denote the solution to a linear plane autonomous system
X 1 = AX satisfying the initial condition X(0) = X0, where det(A) ‰ 0 and X0 ‰ 0.

1. lim
tÑ8

X(t) = 0 if and only if the eigenvalues of A has negative real parts.

2. X(t) is periodic if and only if the eigenvalues of A are purely imaginary.

3. In all other cases, given any neighborhood of the origin, there is at least one X0 in
the neighborhood for which X(t) becomes unbounded as t increases.

10.3 Linearization and Local Stability
Theorem 10.8. Let xe be an equilibrium of the autonomous first-order differential equation
x 1 = g(x) (so g(xe) = 0), where g is continuously differentiable in a neighborhood of xe.

1. If g 1(xe) ă 0, then xe is an asymptotically stable equilibrium.

2. If g 1(xe) ą 0, then xe is an unstable equilibrium.

Proof. Suppose that g 1(xe) ‰ 0. Since g 1 is continuous in a neighborhood of xe, there exists
δ ą 0 such that

ˇ

ˇg 1(x) ´ g 1(xe)
ˇ

ˇ ă
|g 1(xe)|

2
whenever |x ´ xe| ă δ .

Note that for every t ą 0, the mean value theorem implies that

x 1(t) = g(x(t)) = g(xe) + g 1(ξ(t))(x(t) ´ xe) = g 1(ξ(t))(x(t) ´ xe) (10.4)

for some ξ(t) between xe and x(t).

1. If g 1(xe) ă 0, then
3g 1(xe)

2
ă g 1(x) ă

g 1(xe)

2
ă 0 whenever |x ´ xe| ă δ .

Let x0 P [xe ´ δ/2, xe + δ/2]. We claim that x(t) P [xe ´ δ/2, xe + δ/2] for all t ą 0.
Suppose the contrary that

␣

t ą 0
ˇ

ˇ |x(t)´xe| ą δ/2
(

is non-empty so that t˚ = inf
␣

t ą

0
ˇ

ˇ |x(t)´xe| ą δ/2
(

P R. The continuity of x then implies that |x(t˚)´xe| = δ/2 and
|x(t) ´ xe| ď δ/2 if t ă t˚.
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(a) If x(t˚) = xe+δ/2, then there exists δ1 ą 0 such that x(t) P (xe, xe+δ) for all t P

(t˚ ´δ1, t˚+δ1). However, (10.4) implies that x 1(t) ă 0 for all t P (t˚ ´δ1, t˚+δ1).
This then implies that |x(t) ´ xe| ď δ/2 for all t P [0, t˚ + δ1), a contradiction to
that t˚ = inf

␣

t ą 0
ˇ

ˇ |x(t) ´ xe| ě δ/2
(

.
(b) If x(t˚) = xe ´δ/2, then there exists δ2 ą 0 such that x(t) P (xe ´δ, xe) for all t P

(t˚ ´δ2, t˚+δ2). However, (10.4) implies that x 1(t) ą 0 for all t P (t˚ ´δ2, t˚+δ2).
This then implies that |x(t) ´ xe| ď δ/2 for all t P [0, t˚ + δ2), a contradiction to
that t˚ = inf

␣

t ą 0
ˇ

ˇ |x(t) ´ xe| ě δ/2
(

.

Having established that x(t) P [xe ´ δ/2, xe + δ/2] for all t ą 0, we find that

x 1(t) ď
g 1(xe)

2

(
x(t) ´ xe

)
if xe ă x(t) ă xe + δ ,

x 1(t) ě
g 1(xe)

2

(
x(t) ´ xe

)
if xe ´ δ ă x(t) ă xe .

Therefore,
d

dt
ln |x(t) ´ xe| ď

g 1(xe)

2
@ t ą 0

which implies that

|x(t) ´ xe| ď |x0 ´ xe| exp
(g 1(xe)

2
t
)

@ t ą 0 .

Therefore, lim
tÑ8

x(t) = xe which shows that xe is an asymptotically stable equilibrium.

2. If g 1(xe) ą 0, then there exists δ ą 0 such that

0 ă
g 1(xe)

2
ă g 1(x) ă

3g 1(xe)

2
whenever |x ´ xe| ă δ ,

and (10.4) further implies that

x 1(t) ě
g 1(xe)

2

(
x(t) ´ xe

)
if xe ă x(t) ă xe + δ ,

x 1(t) ď
g 1(xe)

2

(
x(t) ´ xe

)
if xe ´ δ ă x(t) ă xe .

or equivalently,
d

dt
ln |x(t) ´ xe| ě

g 1(xe)

2
if 0 ă |x(t) ´ xe| ă δ .

Therefore, if 0 ă |x(t) ´ xe| ă δ for t P [0, T ],

|x(t) ´ xe| ě |x0 ´ xe| exp
(g 1(xe)

2
t
)

@ t P [0, T ]

which shows that |x(t) ´ xe| ě
δ

2
for some t P R no matter how small |x0 ´ xe| is.

Therefore, xe is an unstable equilibrium if g 1(xe) ą 0. ˝
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Example 10.9. Analyze the stability of equilibria of the logistic differential equation x 1 =
r

K
x(K ´ x), where r and K are positive constants.
Let g(x) =

r

K
x(K ´ x), and xe be an equilibrium. Then xe = 0 or xe = K. Since

g 1(0) = r and g 1(K) = ´r, by Theorem 10.8 we conclude that K is an asymptotically stable
equilibrium but 0 is an unstable equilibrium.

Theorem 10.10. Let Xe be an equilibrium of the autonomous first-order differential equa-
tion X 1 = g(X), where g is continuously differentiable in a neighborhood of Xe (that is,
each component of g has continuous first partial derivatives in a neighborhood of Xe), and
A = (Dg)(Xe) be the Jacobian matrix of g at Xe.

1. If every eigenvalue of A has negative real part, then Xe is an asymptotically stable
equilibrium.

2. If one of the eigenvalue of A has positive real part, then Xe is an unstable stable
equilibrium.

Example 10.11. Classify (if possible) the stability of the equilibria of each of the plane
autonomous system X 1 = g(X) as stable or unstable.

1. g(x, y) =
[
x2 + y2 ´ 6

x2 ´ y

]
. In this case g(x, y) = 0 if and only if (x, y) = (˘

?
2, 2). The

Jacobian matrix of g is
(Dg)(x, y) =

[
2x 2y
2x ´1

]
so that

(Dg)(
?
2, 2) =

[
2
?
2 4

2
?
2 ´1

]
and (Dg)(´

?
2, 2) =

[
´2

?
2 4

´2
?
2 ´1

]
Therefore, (

?
2, 2) is an unstable equilibrium since det(Dg)(

?
2, 2) ă 0 (which implies

that one of the eigenvalues is positive). On the other hand, (Dg)(´
?
2, 2) is negative

definite so that (´
?
2, 2) is a stable equilibrium.

2. g(x, y) =
[
0.01x(100 ´ x ´ y)

0.05y(60 ´ y ´ 0.2x)

]
. In this case g(x, y) = 0 if and only if (x, y) = (0, 0),

(0, 60), (100, 0) and (50, 50). The Jacobian matrix of g is

(Dg)(x, y) =
[
0.01(100 ´ 2x ´ y) ´0.01x

´0.01y 0.05(60 ´ 2y ´ 0.2x)

]
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so that

(Dg)(0, 0) =
[
1 0
0 3

]
, (Dg)(0, 60) =

[
0.4 0

´0.6 ´3

]
,

(Dg)(100, 0) =
[

´1 ´1
0 2

]
, (Dg)(50, 50) =

[
´0.5 ´0.5
´0.5 ´2.5

]
.

Therefore, (0, 0), (0, 60), (100, 0) are unstable equilibrium, and (50, 50) is a stable
equilibrium.

10.3.1 The stability for the plane autonomous system
‚ Classification of Equilibria

Let Xe be an equilibrium of the autonomous system X 1 = g(X) for some continuously
differentiable function g, and A = (Dg)(Xe) be the Jacobian matrix of g at Xe with
τ = tr(A) and ∆ = det(A). We can obtain some additional “geometric” information from
the corresponding linear system when considering plane autonomous system:

1. In five separate cases (stable equilibrium, stable spiral equilibrium, unstable spiral
equilibrium, unstable equilibrium and saddle) the equilibrium may be categorized like
the equilibrium in the corresponding linear system.

Figure 10.1: Geometric summary of some conclusions
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2. If τ 2 = 4∆ and τ ą 0, the equilibrium is unstable, but we are not able to determine
whether Xe is an unstable spiral, unstable node, or degenerate unstable node. Simi-
larly, if τ 2 = 4∆ and τ ă 0, the equilibrium is stable but may be either a stable spiral,
a stable node or a degenerate stable node.

3. If τ = 0 and ∆ ą 0, the eigenvalues of (Dg)(Xe) are pure imaginary and in this case
Xe may be either a stable spiral, an unstable spiral or a center.

Example 10.12. Consider the differential equation mx 11 + kx + k1x
3 = 0 for k ą 0 which

represents a general model for the free, undamped oscillations of a mass m attached to a
nonlinear spring. If k = 1 and k1 = ´1, the spring is called soft, and the plane autonomous
system corresponding to the nonlinear equation is

dx

dt
= y = g1(x, y) ,

dy

dt
= x3 ´ x = g2(x, y) .

There are three equilibria of the system: (0, 0), (1, 0) and (´1, 0). Let g(x, y) =
[
g1(x, y)
g2(x, y)

]
.

Then (Dg)(x, y) =
[

0 1
3x2 ´ 1 0

]
.

1. (Dg)(0, 0) =

[
0 1

´1 0

]
whose eigenvalues are ˘i. In this case (0, 0) is a center of

the corresponding linear system, but we do not know if (0, 0) is a stable or unstable
equilibrium of the original nonlinear system.

2. (Dg)(1, 0) = (Dg)(´1, 0) =

[
0 1
2 0

]
whose eigenvalues are ˘

?
2. Therefore, the equi-

librium (1, 0) and (´1, 0) are saddle points of the corresponding linear system and the
original nonlinear system.

‚ The Phase-Plane Method

Plotting the vector field V(x, y) =
(
P (x, y), Q(x, y)

)
(near an equilibrium) will help us

determine the stability of the equilibria of the autonomous system
dx

dt
= P (x, y) ,

dy

dt
= Q(x, y) ;
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however, it is in general not possible for us to plot “all” the behavior of the vector field. On
the other hand, the solution of the first-order equation

dy

dx
=

Q(x, y)

P (x, y)

provides almost as much information as the vector field since each initial data (x0, y0) cor-
responding to an integral curves (x(t), y(t)) of solutions to the differential equation above.

Example 10.13. Use the phase-plane method to classify the equilibrium (0, 0) of the plane
autonomous system

x 1 = y2 ,

y 1 = x2 .

We note that the Jacobian matrix at (0, 0) is the zero matrix; thus we does not know the
stability of the equilibrium (0, 0) from the previous method. Nevertheless, we solve the
differential equation

dy

dx
=

x2

y2

and find that the integral curves are given by y3 = x3 + C. Therefore, if we start from the
initial data (x0, y0), the trajectory is the curve y3 = x3 + y30 ´ x3

0 so that (x(t), y(t)) moves
beyond any bound as t increases. Therefore, no matter how close the initial data (x0, y0) to
the equilibrium (0, 0) is, X(t) = (x(t), y(t)) moves away from the equilibrium as t increases.

Figure 10.2: Phase portrait of nonlinear system in Example 10.13
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Example 10.14. In this example we try to determine the stability of the equilibrium (0, 0)

of the differential equation
x 1 = y ,

y 1 = x3 ´ x .

obtained from considering the soft spring in Example 10.12. We solve the differential equa-
tion dy

dx
=

x3 ´ x

y
and obtain that the integral curve are given by

y2

2
=

x4

4
´

x2

2
+ C

or equivalently,
y2 =

1

2
(x2 ´ 1)2 + C0 ,

where C0 = y20 ´
1

2
(x2

0 ´ 1)2 if the integral curve passes (x0, y0).

Figure 10.3: Phase portrait of nonlinear system in Example 10.14

Now we try to determine the stability of the equilibrium (0, 0). Suppose that (x0, y0) are
very closed to (0, 0), say (x0, y0) = (x0, 0) with x0 ! 1, then C0 = ´

1

2
(x2

0 ´ 1)2 so that the
integral curve passing through (x0, y0) is

y2 =
1

2
(x2 ´ 1)2 ´

1

2
(x2

0 ´ 1)2 =
1

2
(x2 + x2

0 ´ 2)(x2 ´ x2
0) .

The right-hand side is positive if ´x0 ă x ă x0, and in this case each x corresponds to two y;
thus the trajectory of the solution X = X(t) satisfying the initial condition X(0) = (x0, 0)

is a closed curve. Therefore, (0, 0) is a center.
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10.4 Autonomous Systems as Mathematical Models

Example 10.15. Consider the pendulum differential equation d2θ

dt2
+

g

L
sin θ = 0. Let x = θ,

y = θ 1, and X = (x, y). Then
x 1 = y ,

y 1 = ´
g

L
sinx .

We would like to examine the solution satisfying X(0) = (θ0, 0) and X(0) = (0, ω0). Note
that the trajectory of the solution satisfies that

dy

dx
= ´

g

L

sinx

y

so that with the initial condition X(0) = (x0, y0), the trajectory satisfies

y2 =
2g

L

(
cosx ´ cosx0 +

L

2g
y20
)
.

1. For the case X(0) = (θ0, 0): In this case we have

y2 =
2g

L
(cosx ´ cos θ0) .

As long as θ0 ‰ (2n+ 1)π for some integer n, from the phase portrait we see that the
solution is periodic. We also note that ((2n+1)π, 0) is an unstable equilibrium/saddle
node of the system since the eigenvalues of the Jacobian matrix at ((2n+ 1)π, 0) are
˘1.

2. For the case X(0) = (0, ω0): In this case we have

y2 =
2g

L

(
cosx ´ 1 +

L

2g
ω2
0

)
.
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(a) If |ω0| ă

c

4g

L
, then letting θ0 P (0, π) satisfying cos θ0 = 1 ´

L

2g
ω2
0 so that the

trajectory satisfies that
y2 =

2g

L
(cosx ´ cos θ0) .

In this case, the dynamics is the same as the one with initial data (θ0, 0) so that
every x P (´θ0, θ0) corresponds to two y’s; thus the trajectory is closed and we
obtain periodic solutions.

(b) If |ω0| =

c

4g

L
, then the trajectory is an arc of finite length and does not form a

closed curve (so that the solution is not periodic).

(c) If |ω0| ą

c

4g

L
, then the trajectory is an arc of infinite length and does not form

a closed curve (so that the solution is not periodic).

Example 10.16 (Nonlinear Oscillations: the Sliding Bead). Consider a bead with mass
m slides along a thin wire whose shape is described by z = f(x), and we are interested in
the dynamics of the x-coordinate of the bead. Under the effect of gravity, the tangential
force F due to the gravity g has magnitude mg sin θ so that the x-component of F is
Fx = ´mg sin θ cos θ. Since tan θ = f 1(x), we find that

Fx = ´mg sin θ cos θ = ´mg
f 1(x)

1 + f 1(x)2
.

Assume the existence of a damping force D, acting in the direction opposite to the motion,
is a constant multiple of the velocity of the bead. The x-component of D is then Dx = ´βx 1;
thus the Newton second law shows that x satisfies that

x 11 = ´mg
f 1(x)

1 + f 1(x)2
´ βx 1 ,

and with y = x 1, we obtain the corresponding plane autonomous system
x 1 = y

y 1 = ´g
f 1(x)

1 + f 1(x)2
´

β

m
y .

We note that the equilibrium (x1, y1) of the system above satisfies that f 1(x1) = 0 and
y1 = 0. At such a point (x1, y1), the Jacobian matrix of the right-hand side function is

A =

[
0 1

´gf 11(x1) ´β/m

]
.

Therefore,
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1. if f 11(x1) ă 0, then f attains a relative maximum at x1 so that we can expect that
(x1, y1) is an unstable equilibrium. In fact, (x1, y1) is an unstable saddle point since
∆ = det(A) ă 0.

2. if f 11(x1) ą 0, then f attains a relative minimum at x1 so that we can expect that
(x1, y1) is a stable equilibrium.

(a) if β ą 0, then tr(A) ă 0 so that (x1, y1) is a stable equilibrium. Moreover, if β2 ą

4gm2f 11(x1) (which corresponds to the “overdamped” system), then (x1, y1) is a
stable node, while if β2 ă 4gm2f 11(x1) (which corresponds to the “underdamped”
system), then (x1, y1) is a stable sspiral equilibrium.

(b) if β = 0, then the eigenvalues of A is purely imaginary. We use the phase-plane
method and find that the trajectory (x(t), y(t)) satisfies

dy

dx
= ´

gf 1(x)

(1 + f 1(x)2)y
´

β

m

which shows that

y2 = ´2ge
´2βx
m

ż

e
2βx
m f 1(x)

(1 + f 1(x)2)
dx

or

y2 = y20 ´ 2ge
´2β(x´x0)

m

ż x

x0

e
2βx1

m f 1(x1)

(1 + f 1(x1)2)
dx1

if the initial condition (x(0), y(0)) = (x0, y0) is imposed. This “shows” that the
solution (x(t), y(t)) is periodic if (x0, y0) « (x1, y1) so that (x1, y1) is a center.

Example 10.17 (Lotka-Volterra Predator-Prey Model). Let x, y denotes the population/
number of the predators and the prey, respectively. The Lotka-Volterra model takes the
form

x 1 = x(´a+ by) = ´ax+ bxy = g1(x, y) ,

y 1 = y(´cx+ d) = ´cxy + dy = g2(x, y) ,

where a, b, c, d are positive constants. Let g = [g1, g2]
T.

We first note that the equilibrium of this plane autonomous system are (0, 0) and
(d/c, a/b), and the corresponding Jacobian matrices are

A1 ” (Dg)(0, 0) =
[

´a 0

0 d

]
and A2 ” (Dg)(d/c, a/b) =

[
0 bd/c

´ac/b 0

]
;
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thus (0, 0) is a saddle point.
Since A2 has purely imaginary eigenvalues λ = ˘

?
adi, we need more information to

determine the nature of the equilibrium (d/c, a/b). Using the phase-plane method, we solve

dy

dx
=

y(´cx+ d)

x(´a+ by)

and obtain that
by ´ a ln y = ´cx+ d lnx+ c1

for some constant c1 or equivalently,

xde´cxyae´by = c0

for some constant c0. Let F (x) = xde´cx and G(y) = yae´by. Then F and G attain their
maximum at x = d/c and y = a/b, respectively. Note that with the exception of 0 and the
absolute maximum, F and G each take on all values in their range precisely twice.

These graphs can be used to establish the following properties of a solution curve that
originates at a point X0 = (x0, y0) in the first quadrant but X0 is not an equilibrium. We
note that in this case c0 = F (x0)G(y0) must satisfy that F (d/c)G(a/b) ą c0.

1. If y = a/b, the equation F (x)G(y) = c0 has exactly two solution xm and xM satisfying
xm ă d/c ă xM since

0 ă
c0

G(a/b)
ă F (d/c)

which implies that F (x) =
c0

G(a/b)
has precisely two solutions xm and xM that satisfy

xm ă d/c ă xM .
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2. If xm ă x1 ă xM , then F (x1)G(y) = c0 has exactly two solutions y1 and y2 that satisfy
y1 ă a/b ă y2 since

0 ă
c0

F (x1)
ă

c0
F (d/c)

ă G(a/b) .

Figure 10.4: Periodic solution of the Lotka-Volterra model

3. If x is outside the interval [xm, xM ], then F (x) ă
c0

G(a/b)
; thus F (x)G(y) = c0 has no

solution since such y must satisfy

G(y) =
c0

F (x)
ą G(a/b) .

From the discussion above, we also conclude that the equilibrium (d/c, a/b) is a center.
We note that similar argument can be applied to obtain ym and yM such that

1. G(ym) = G(yM) =
c0

F (a/b)
.

2. Each y P (ym, yM) corresponds to two x, called x1, x2, such that F (x1) = F (x2) =
c0

G(y)
.

3. If y R [ym, ym], there is no x satisfying F (x)G(y) = c0.

This implies that the solution curve originates from X0 looks more like a “circle”.

Example 10.18 (Lotka-Volterra Competition Model). The Lotka-Volterra competition
model takes the form

x 1 =
r1
K1

x(K1 ´ x ´ α12y) ,

y 1 =
r2
K2

y(K2 ´ y ´ α21x) ,
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where α12, α21 ě 0, r1, r2, K1, K2 ą 0. The numbers K1 and K2 ą 0 are the maximum
population of the two competitors that the environment can support, respectively.

The points (0, 0), (K1, 0) and (0, K2) are equilibria of this plane autonomous system.
Moreover, if α12α21 ‰ 1, the lines K1 ´ x ´ α12y = 0 and K2 ´ y ´ α21x = 0 intersect to
produce a fourth equilibrium pX = (px, py) =

(K1 ´ α12K2

1 ´ α12α21
,
K2 ´ α21K1

1 ´ α12α21

)
. Since the Jacobian

matrix of the right-hand side function is

J(x, y) =


r1
K1

(K1 ´ 2x ´ α12y) ´
r1α12

K1
x

´
r2α21

K2
y

r2
K2

(K2 ´ 2y ´ α21x)

 ,

by Theorem 10.10 we find that

1. Since the eigenvalues of J(0, 0) are r1, r2, we conclude that (0, 0) is an unstable equi-
librium.

2. Since the eigenvalues of J(K1, 0) are ´r1 and r2
K2

(K2 ´ α21K1), we conclude that

(K1, 0) is an asymptotically stable equilibrium if K2 ´ α21K1 ă 0 and a saddle point
if K2 ´ α21K1 ą 0.

3. Since the eigenvalues of J(0, K2) are ´r2 and r1
K1

(K1 ´ α12K2), we conclude that

(0, K2) is an asymptotically stable equilibrium if K1 ´ α12K2 ă 0 and a saddle point
if K1 ´ α12K2 ą 0.

4. If (px, py) is in the first quadrant, by the fact that the trace and the determinant of
J(px, py) are

τ = ´px
r1
K1

´ py
r2
K2

and ∆ = (1 ´ α12α21)pxpy
r1
K1

r2
K2

,

respectively, we find that (px, py) is an asymptotically stable equilibrium (but not stable
spiral equilibrium) if α12α21 ă 1 since

τ 2 ´ 4∆ =
(
px
r1
K1

´ py
r2
K2

)2
+ 4α12α21

r1
K1

r2
K2

ą 0

and (px, py) is a saddle point if α12α21 ą 1.



Chapter 11

Fourier Series

To begin the story, let us first consider the 1-dimensional heat equation

ut(x, t) = α2uxx(x, t) @ t ą 0 , x P (0, π) , (11.1a)
u(x, 0) = u0(x) @x P [0, π] , (11.1b)
u(0, t) = u(π, t) = 0 @ t ą 0 , (11.1c)

where α2 ą 0 is a constant, and u is an unknown function of x and t with ut and uxx

denote Bu

Bt
and B2u

Bx2
, respectively. The conditions (11.1b) and (11.1c) are called the initial

condition and boundary condition of this heat equation, respectively, and u0 is called the
initial data. We will not explain why we want to study this equation until next chapter,
but instead we will use the procedure of solving this problem to motivate some important
ideas in mathematics.

In order to solve (11.1) using what we have learned from the last chapter, we discretize
the interval (0, π) by

␣

0 = x0 ă x1 ă ¨ ¨ ¨ ă xn+1 = π
(

, where xj =
jπ

n+ 1
. Let h = π/(n+1),

and define φj(t) = u(xj, t). Then under the assumption that u is four times continuously
differentiable, (11.1) implies that

dφj

dt
´

α2

h2
(φj+1 ´ 2φj + φj´1) = O(h2) for all 1 ď j ď n and t ą 0 ,

φj(0) = u0(xj) for all 1 ď j ď n ,

φ0(t) = φn+1(t) = 0 for all t ą 0 ,

where we have used the central difference approximation

f 11(x) =
f(x+ h) ´ 2f(x) + f(x ´ h)

h2
+O(h2)

47
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for the second derivative (if f is four-times continuously differentiable). Therefore, naively
we look for the solution to the ODE

d

dt



ϕ1(t)
ϕ2(t)
ϕ3(t)

...

...
ϕn´2(t)
ϕn´1(t)
ϕn(t)


=

α2

h2



´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
1 ´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
0 1 ´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0
... 0

. . . . . . . . . 0 ¨ ¨ ¨ 0
... . . . . . . . . . . . . ¨ ¨ ¨ 0
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2 1 0
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2 1
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2





ϕ1(t)
ϕ2(t)
ϕ3(t)

...

...
ϕn´2(t)
ϕn´1(t)
ϕn(t)


(11.2)

with initial condition[
ϕ1(0) ϕ2(0) ¨ ¨ ¨ ϕn(0)

]T
=

[
u0(x1) u0(x2) ¨ ¨ ¨ u0(xn)

]T
, (11.3)

and treat ϕi(t) as an approximated value of φi(t) (and expect that as h Ñ 0 we can obtain
information about u from these values of ϕ). Now you see why what we learn from solving
a linear system can help us. Let

X =



ϕ1(t)
ϕ2(t)
ϕ3(t)

...

...
ϕn´2(t)
ϕn´1(t)
ϕn(t)


, X0 =



u0(x1)
u0(x2)
u0(x3)

...

...
u0(xn´2)
u0(xn´1)
u0(xn)


and A =

α2

h2



´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
1 ´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
0 1 ´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0
... 0

. . . . . . . . . 0 ¨ ¨ ¨ 0
... . . . . . . . . . . . . ¨ ¨ ¨ 0
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2 1 0
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2 1
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2


,

then (11.2) and (11.3) provide the initial-value problem

X 1 = AX , X(0) = X0 . (11.4)

In order to solve the linear system above, let us find the eigenvalue of A. Let B =
1

α2
A.

Since B is used to approximate the differential operator d2

dx2
, we first try to find functions,

the so-called eigen-functions of the differential operator d2

dx2
(subject to the zero boundary

condition). This is to find non-trivial functions v satisfying

v 11(x) = λv(x) , v(0) = v(π) = 0 .



§10.4 Autonomous Systems as Mathematical Models 49

We note that λ has to be negative since if λ ě 0 we must have v = 0. If λ ă 0, then the
general solution to the ODE v 11 = λv is

v(x) = c1 cos
?

´λx+ c2 sin
?

´λx

and the boundary condition v(0) = v(π) = 0 implies that λ = ´ℓ2 for some ℓ P N and v(x)

is a constant multiple of sin(ℓx). Therefore, we conjecture that the vector[
sin(ℓx1) sin(ℓx2) ¨ ¨ ¨ sin(ℓxn)

]T

is an eigenvector of B. To see this is the case, we let θ = ℓh =
ℓπ

n+ 1
. Then by the identity

sin((j ´ 1)θ) + sin((j + 1)θ) ´ 2 sin(jθ) = ´2 sin(jθ)(1 ´ cos θ) ,

we find that
´2 1
1 ´2 1

. . . . . . . . .
1 ´2 1

1 ´2




sin θ

sin(2θ)
sin(3θ)

...
sin(nθ)



=



sin(2θ) + sin(0θ) ´ 2 sin θ
sin θ + sin(3θ) ´ 2 sin(2θ)

sin(2θ) + sin(4θ) ´ 2 sin(3θ)
...

sin(nθ) + sin((n ´ 2)θ) ´ 2 sin((n ´ 1)θ)
sin((n ´ 1)θ) + sin((n+ 1)θ) ´ 2 sin(nθ)


= ´2(1 ´ cos θ)



sin θ
sin(2θ)
sin(3θ)

...
sin((n ´ 1)θ)

sin(nθ)


.

The computation above shows that A has eigenvalues λℓ = ´
2α2(1 ´ cos(ℓh))

h2
for 1 ď ℓ ď n

and the corresponding eigenvectors are Kℓ =
[
sin(ℓx1) sin(ℓx2) ¨ ¨ ¨ sin(ℓxn)

]T. The
solution X of the initial-value problem (11.4) is then

X(t) =
n
ÿ

ℓ=1

cℓKℓe
λℓt ,

where c1, ¨ ¨ ¨ , cn are chosen so that
n
ř

ℓ=1

cℓKℓ = X0. Note that the symmetry of A implies

that Kℓ ¨ Kj = 0 if ℓ ‰ j; thus by the fact that

Kℓ ¨ Kℓ =
n
ÿ

j=1

sin2(ℓxj) =
n
ÿ

j=1

1 ´ cos(2ℓxj)

2
=

n

2
,
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we conclude that cℓ =
2

n
X0 ¨ Kℓ so that

X(t) =
n
ÿ

ℓ=1

2

n
(X0 ¨ Kℓ)e

λℓtKℓ .

Since each component of X correspond to an approximated value of the true solution u at
some xj, passing to the limit as n Ñ 8 we conjecture that the solution to the 1-d heat
equation (11.1) is

u(x, t) =
8
ÿ

ℓ=1

Cℓe
´α2ℓ2t sin(ℓx) ,

where Cℓ = lim
nÑ8

2

n
X0 ¨ Kℓ =

2

π

ż π

0
u0(x) sin(ℓx) dx.

11.1 Orthogonal Functions
Definition 11.1. 1. The “inner product” of two real-valued functions f and g on an interval

[a, b] is the number

(f, g)L2(a,b) =

ż b

a

f(x)g(x) dx ,

and the “square norm” of a function f on [a, b] is the number

}f}L2(a,b) =
( ż b

a

f(x)2 dx
) 1

2
.

2. Two real-valued functions f and g are said to be orthogonal on an interval [a, b] if

(f, g)L2(a,b) =

ż b

a

f(x)g(x) dx = 0 .

3. A set of real-valued functions
␣

ϕ0, ϕ1, ϕ2, ¨ ¨ ¨
(

is said to be orthogonal on an interval
[a, b] if

(ϕm, ϕn)L2(a,b) =

ż b

a

ϕm(x)ϕn(x) dx = 0 if m ‰ n .

It is called an orthonormal set on [a, b] if }ϕk}L2(a,b) = 1 for all k P N Y t0u.

Example 11.2. The set
␣

cos(ℓx)
ˇ

ˇ ℓ P N Y t0u
(

= t1, cosx, cos 2x, ¨ ¨ ¨ , u is an orthogonal
set on [´π, π] since if k ‰ ℓ,

ż π

´π

cos(kx) cos(ℓx) dx =
1

2

ż π

´π

[
cos(k ´ ℓ)x+ cos(k + ℓ)x

]
dx = 0 .
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Moreover, since
ż π

´π

cos2(ℓx) dx =
1

2

ż π

´π

[
1 + cos(2ℓx)

]
dx =

"

π if ℓ ‰ 0 ,

2π if ℓ = 0 ,

we conclude that
!

1
?
2π

)

Y

!cos(ℓx)
?
π

ˇ

ˇ

ˇ
ℓ P N

)

is an orthonormal set on [´π, π].

Given a function f defined on [a, b] and an infinite orthogonal set
␣

ϕ0, ϕ1, ϕ2, ¨ ¨ ¨
(

on
[a, b], we would like to know if f can be expressed as

f =
8
ÿ

ℓ=0

cℓϕℓ

for some sequence tcℓu
8
ℓ=0, where the sum converges in some sense. An orthogonal set

which makes the decomposition above possible for “all” f defined on [a, b] is called a com-
plete orthogonal set. We note that every “square integrable” functions f on [0, π] (that is,
}f}L2(0,π) ă 8) can be written as

f =
8
ÿ

ℓ=1

sℓϕℓ ,

for some sequence tsℓu
8
ℓ=1, where ϕℓ(x) = sin(ℓx) for all ℓ P N and the sum converges in the

sense
lim
nÑ8

›

›

›
f ´

n
ÿ

ℓ=1

sℓϕℓ

›

›

›

L2(0,π)
= 0 .

In other words,
␣

sin(ℓx)
ˇ

ˇ ℓ P N
(

is a complete orthogonal set on [0, π].
A non-rigorous reason: For each n P N, the matrix

B =
1

h2



´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
1 ´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0
0 1 ´2 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0
... 0

. . . . . . . . . 0 ¨ ¨ ¨ 0
... . . . . . . . . . . . . ¨ ¨ ¨ 0
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2 1 0
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2 1
0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0 1 ´2


,

a discretization of d2

dx2
, is symmetric so that the eigenspace is identical to Rn. Note that

the eigenspace of B is span
␣

K1,K2, ¨ ¨ ¨ ,Kn

(

, where Kℓ is the evaluation of sin(ℓx) on the
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set
[ π

n+ 1
,

2π

n+ 1
, ¨ ¨ ¨ ,

nπ

n+ 1

]
so that if f is a function defined on [0, π], then

Fn ”

[
f
( π

n+ 1

)
, f

( 2π

n+ 1

)
, ¨ ¨ ¨ , f

( nπ

n+ 1

)]
=

n
ÿ

ℓ=1

s
(n)
ℓ Kℓ (11.5)

for some real numbers s
(n)
1 , s

(n)
2 , ¨ ¨ ¨ , s

(n)
n . Passing to the limit as n Ñ 8, we expect that

f(x) =
8
ÿ

ℓ=1

sℓ sin(ℓx) (11.6)

for some sequence tsℓu
8
ℓ=1 (here each sℓ should be the limit of s(n)ℓ as n Ñ 8). We also note

that the coefficients s(n)
ℓ in (11.5) is given by

s
(n)
ℓ =

Fn ¨ Kℓ

Kℓ ¨ Kℓ

and again with ϕℓ(x) = sin(ℓx),

lim
nÑ8

s
(n)
ℓ = lim

nÑ8

π

n+ 1
Fn ¨ Kℓ

π

n+ 1
Kℓ ¨ Kℓ

=
lim
nÑ8

π

n+ 1
Fn ¨ Kℓ

lim
nÑ8

π

n+ 1
Kℓ ¨ Kℓ

=
(f, ϕℓ)L2(0,π)

}ϕℓ}
2
L2(0,π)

so that (11.6) becomes

f =
8
ÿ

ℓ=1

(f, ϕℓ)L2(0,π)

}ϕℓ}
2
L2(0,π)

ϕℓ .

Bottom line: The collection of eigenfunctions of d2

dx2
(with certain homogeneous boundary

condition) forms an “orthogonal basis” on [0, π].

11.2 Fourier Cosine and Sine Series
From the introduction above, we have some ideas about why

␣

sin(ℓx)
ˇ

ˇ ℓ P N
(

forms a
complete orthogonal set. In this section, we investigate further these concepts. We recall
that an nˆn real matrix A is said to be symmetric if A = AT. To understand the concept
even deeply, let L : Rn Ñ Rn be a linear transformation. Then L is said to symmetric if

(Lx,y) = (x, Ly) @ x,y P Rn ,

here (¨, ¨) is the inner product on Rn. In general, if (V , x¨, ¨y) is an inner product space, a
linear map L : V Ñ V is said to be self-adjoint (an analogy of symmetry) if

xLx,yy = xx, Lyy @ x,y P V .
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Since we have defined the inner product of functions defined on an interval, we can talk about
the “symmetry” of the linear map d2

dx2
. For f, g being twice continuously differentiable on

[a, b], integrating by parts we obtain that
ż b

a

f 11(x)g(x) dx = f 1(x)g(x)
ˇ

ˇ

ˇ

x=b

x=a
´

ż b

a

f 1(x)g 1(x) dx

=
[
f 1(x)g(x) ´ f(x)g 1(x)

]ˇ
ˇ

ˇ

x=b

x=a
+

ż b

a

f(x)g 11(x) dx .

Therefore, if f 1(x)g(x) ´ f(x)g 1(x) vanish at the end-points x = a and x = b, we have(
d2

dx2
f, g

)
L2(a,b)

=

ż b

a

f 11(x)g(x) dx =

ż b

a

f(x)g 11(x) dx =
(
f,

d2

dx2
g
)
L2(a,b)

. (11.7)

In other words, if certain boundary conditions (such as vanishes at the end-points) are
imposed, then d2

dx2
is “symmetric”.

Example 11.3. Identity (11.7) holds if f, g are twice continuously differentiable on [a, b]

and f, g satisfy on of the following boundary conditions:

1. f, g vanish at the end-points x = a and x = b,

2. f 1, g 1 vanish at the end-points x = a and x = b,

3. f, g vanish at the left end-points x = a and f 1, g 1 vanish at the right end-point x = b,

4. f 1, g 1 vanish at the left end-points x = a and f, g vanish at the right end-point x = b,

Definition 11.4. A function v : [a, b] Ñ R is called an eigenfunction of the differentiable

operator d2

dx2
on [a, b] if v is not a zero function and there exists a constant λ such that

d2

dx2
v(x) = λv(x) @x P [a, b] .

We also note that if f , g are eigenfunctions of the symmetric differential operator d2

dx2
corresponding to eigenvalues λ and µ, respectively; that is,

d2

dx2
f(x) = λf(x) and d2

dx2
g(x) = µg(x) @x P [a, b] ,

then
λ(f, g)L2(a,b) = (f 11, g)L2(a,b) = (f, g 11)L2(a,b) = µ(f, g)L2(a,b) .
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Since λ ‰ µ, we have (f, g)L2(a,b) = 0. In other words, eigenfunctions corresponding to

different eigenvalues of the symmetric differential operator d2

dx2
are orthogonal.

Recall that a symmetric nˆn real matrix has n linearly independent eigenvectors that are
mutually orthogonal and these n eigenvectors form a basis of Rn. Similarly, the collection of

“maximal” mutually orthogonal eigenfunctions of d2

dx2
on [a, b] form a complete orthogonal

set in the sense that if tϕku8
k=1 is a maximal mutually orthogonal eigenfunctions of d2

dx2
on

[a, b], then for every “square integrable” f defined on [a, b],

lim
nÑ8

›

›

›
f ´

n
ÿ

k=1

fkϕk

›

›

›

L2(a,b)
= 0 ,

where fk =
(f, ϕk)L2(a,b)

}ϕk}2
L2(a,b)

.

Example 11.5. We have “shown” that
␣

sin(ℓx)
ˇ

ˇ ℓ P Nu forms a complete orthogonal set on
[0, π]. Now suppose that we look for a complete orthogonal set on [0, p] with the boundary
condition v 1(x) = 0 at the end-point x = 0 and x = p for eigenfunction v of d2

dx2
. Then

there exists λ such that

v 11(x) = λv(x) @x P [0, p] , v 1(0) = v 1(p) = 0 . (11.8)

1. If λ ą 0, then the general solution of the differential equation is v(x) = C1e
?
λx +

C2e
´

?
λx and the boundary condition implies that C1 = C2 = 0.

2. If λ = 0, then the solution to the boundary-value problem (11.8) is constant.

3. If λ ă 0, then the general solution of the differential equation is v(x) = C1 cos(
?

´λx)+

C2 sin(
?

´λx). To satisfies the boundary condition, we must have

0 = v 1(0) = C2

?
´λ cos 0

so that C2 = 0, and
0 = v 1(p) = C1

?
´λ sin(

?
´λp)

which implies that
?

´λp = ℓπ for ℓ P N. Therefore, the collection of eigenvalues are
!

λℓ

ˇ

ˇ

ˇ
λℓ = ´

ℓ2π2

p2
, ℓ P NYt0u

)

with corresponding eigenfunctions ϕℓ = cos ℓπx

p
so that

!

cos ℓπx

p

ˇ

ˇ

ˇ
ℓ P N Y t0u

(

forms a complete orthogonal set on [0, p].
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Similar argument can be applied to obtain that
!

sin ℓπx

p

ˇ

ˇ

ˇ
ℓ P N

)

is a complete orthogonal
set on [0, p].

Because of the identities
ż p

0

cos2 kπx
p

dx =

ż p

0

sin2 kπx

p
dx =

p

2
@ k P N ,

the fact that
!

sin ℓπx

p

ˇ

ˇ

ˇ
ℓ P N

)

and
!

cos ℓπx

p

ˇ

ˇ

ˇ
ℓ P N Y t0u

)

are both complete orthogonal
sets on [0, p] motivates the following

Definition 11.6. 1. The Fourier cosine series of a function f defined on the interval (0, p)
is

c0
2
+

8
ÿ

k=1

ck cos kπx
p

whenever the sum makes sense, where ck =
2

p

ż p

0
f(x) cos kπx

p
dx.

2. The Fourier sine series of an odd function f defined on the interval (0, p) is
8
ÿ

k=1

sk sin kπx

p

whenever the sum makes sense, where sk =
2

p

ż p

0
f(x) sin kπx

p
dx.

Example 11.7. Consider the function f(x) = x2 on the interval (0, L).

1. We first expand f in a cosine series. Integrating by parts, for k P N we have

ck =
2

L

ż L

0

x2 cos kπx
L

dx =
2

L

(Lx2

kπ
sin kπx

L

ˇ

ˇ

ˇ

x=L

x=0
´

2L

kπ

ż L

0

x sin kπx

L
dx

)
= ´

4

kπ

(´Lx

kπ
cos kπx

L

ˇ

ˇ

ˇ

x=L

x=0
+

L

kπ

ż L

0

cos kπx
L

dx
)
=

4L2 cos(kπ)
k2π2

=
4L2(´1)k

k2π2

while
c0 =

2

L

ż L

0

x2 dx =
2L2

3
.

Therefore, the cosine series of f is

L2

3
+

8
ÿ

k=1

4L2(´1)k

k2π2
cos kπx

L
.
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2. Next we expand f in a sine series. Integrating by parts, for all k P N we have

sk =
2

L

ż L

0

x2 sin kπx

L
dx =

2

L

(´Lx2

kπ
cos kπx

L

ˇ

ˇ

ˇ

x=L

x=0
+

2L

kπ

ż L

0

x cos kπx
L

dx
)

=
2

L

[L3(´1)k+1

kπ
+

2L

kπ

(Lx
kπ

sin kπx

L

ˇ

ˇ

ˇ

x=L

x=0
´

L

kπ

ż L

0

sin kπx

L
dx

)]
=

2L2(´1)k+1

kπ
+

4L2
[
(´1)k ´ 1

]
k3π3

.

Therefore, the sine series of f is
8
ÿ

k=1

(2L2(´1)k+1

kπ
+

4L2
[
(´1)k ´ 1

]
k3π3

)
sin kπx

L
.

Since
!

ϕℓ

ˇ

ˇ

ˇ
ϕℓ(x) = sin ℓπx

p
ℓ P N

)

are collection of odd functions and forms a complete

orthogonal set on [0, p], for an odd function f defined on (´p, p), the sine series
n
ř

k=1

skϕk of

the restriction of f on (0, p) has the properties that

lim
nÑ8

›

›

›
f ´

n
ÿ

k=1

skϕk

›

›

›

L2(0,π)
= 0 ;

thus the fact that
›

›f ´
n
ř

k=1

skϕk

›

›

L2(´π,π)
= 2

›

›f ´
n
ř

k=1

skϕk

›

›

L2(0,π)
implies that

lim
nÑ8

›

›

›
f ´

n
ÿ

k=1

skϕk

›

›

›

L2(´π,π)
= 0 .

In other words, the sine series can be used to approximate odd functions on a symmet-
ric interval. Similarly, the cosine series can be used to approximate even functions on a
symmetric interval; thus we have the following

Definition 11.8. 1. The Fourier cosine series of an even function f defined on the interval
(´p, p) is

c0
2
+

8
ÿ

k=1

ck cos kπx
p

whenever the sum makes sense, where ck =
2

p

ż p

0
f(x) cos kπx

p
dx.

2. The Fourier sine series of an odd function f defined on the interval (´p, p) is
8
ÿ

k=1

sk sin kπx

p

whenever the sum makes sense, where sk =
2

p

ż p

0
f(x) sin kπx

p
dx.
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Even though the convergence behavior of the cosine and sine series is in the sense of
L2-norm, we still have some pointwise convergence result.

Theorem 11.9. Let f : (0, p) Ñ R be a piecewise continuous function such that f 1, which
exists everywhere except possibly at finitely many points, be piecewise continuous on (0, p).
Then

f(x+) + f(x´)

2
=

c0
2
+

8
ÿ

k=1

ck cos kπx
p

=
8
ÿ

k=1

sk sin kπx

p
@x P (0, p) ,

where c0
2
+

8
ř

k=1

ck cos kπx

p
and

8
ř

k=1

sk sin kπx

p
are the cosine and the sine series for f , respec-

tively, and f(x˘) = lim
hÑ0˘

f(x+ h) is the right/left limit of f at x. Moreover,

c0
2
+

8
ÿ

k=1

ck = lim
xÑ0+

f(x) and c0
2
+

8
ÿ

k=1

ck(´1)k = lim
xÑp´

f(x) .

Example 11.10. From Example 11.7, the cosine series of f : (0, L) Ñ R given by f(x) = x2

is
L2

3
+

8
ÿ

k=1

4L2(´1)k

k2π2
cos kπx

L
.

Theorem 11.9 then implies that

L2 = lim
xÑL´

f(x) =
L2

3
+

8
ÿ

k=1

4L2(´1)k

k2π2
cos kπ =

L2

3
+

4L2

π2

8
ÿ

k=1

1

k2
,

0 = lim
xÑ0+

f(x) =
L2

3
+

8
ÿ

k=1

4L2(´1)k

k2π2
=

L2

3
+

4L2

π2

8
ÿ

k=1

(´1)k

k2
,

and

L2

4
=

1

2

[
lim

xÑ(L/2)+
f(x) + lim

xÑ(L/2)´
f(x)

]
=

L2

3
+

8
ÿ

k=1

4L2(´1)k

k2π2
cos kπ

2

=
L2

3
+

8
ÿ

k=1

4L2(´1)2k

(2k)2π2
cos 2kπ

2
=

L2

3
+

L2

π2

8
ÿ

k=1

(´1)k

k2
.

Therefore,
8
ř

k=1

1

k2
=

π2

6
and

8
ř

k=1

(´1)k

k2
= ´

π2

12
.

Example 11.11. Let f : (0, π) Ñ R be defined by

f(x) =

#

x if 0 ă x ă π/2 ,

0 if π/2 ď x ď π .
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Then if k P N,

2

π

ż π
2

0

x sin kπx

π
dx =

2

π

[
´

πx

kπ
cos kπx

π

ˇ

ˇ

ˇ

x=π
2

x=0
+

π

kπ

ż π
2

0

cos kπx
π

dx
]

= ´
1

k
cos kπ

2
+

2

k2π
sin kπ

2
.

Therefore, the sine series of f is
8
ÿ

k=1

(
´

1

k
cos kπ

2
+

2

k2π
sin kπ

2

)
sin kx

and Theorem 11.9 implies that

π

4
=

1

2

[
lim

xÑπ
2
+
f(x) + lim

xÑπ
2

´
f(x)

]
=

8
ÿ

k=1

(
´

1

k
cos kπ

2
+

2

k2π
sin kπ

2

)
sin kπ

2

=
8
ÿ

k=1

2

k2π
sin2 kπ

2
=

1

π

8
ÿ

k=1

1 ´ cos kπ
k2

=
2

π

8
ÿ

k=1

1

(2k ´ 1)2

which shows that
1 +

1

32
+

1

52
+ ¨ ¨ ¨ =

8
ÿ

k=1

1

(2k ´ 1)2
=

π2

8
.

11.3 Fourier Series
In the previous section, we introduce the cosine and sine series of functions defined on the
interval (0, p) or the cosine/sine series of even/odd functions define on the interval (´p, p).
Since every function f : (´p, p) Ñ R can be written as the sum of an even function and an
odd function, or to be more precise，

f(x) =
f(x) + f(´x)

2
+

f(x) ´ f(´x)

2
= feven(x) + fodd(x) ,

we expect that a general function f : (´p, p) Ñ R can be approximated by linear combina-
tions of sine and cosines.

Note that the cosine and the sine series for feven and fodd are given respectively by

c0
2
+

8
ÿ

k=1

ck cos kπx
p

and
8
ÿ

k=1

sk sin kπx

p

where
ck =

2

p

ż p

0

feven(x) cos kπx
p

dx =
1

p

ż p

´p

f(x) cos kπx
p

dx
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and
sk =

2

p

ż p

0

fodd(x) sin kπx

p
dx =

1

p

ż p

´p

f(x) sin kπx

p
dx .

The discussion above motivates the following

Definition 11.12. The Fourier series of a function f defined on the interval (´p, p) is

c0
2
+

8
ÿ

k=1

(
ck cos kπx

p
+ sk sin kπx

p

)
whenever the sum makes sense, where

ck =
1

p

ż p

´p

f(x) cos kπx
p

dx and sk =
1

p

ż p

´p

f(x) sin kπx

p
dx

are called the Fourier coefficients of f .

Suppose that f is defined on [0, p). The periodic extension of f is the function F : R Ñ R
satisfying F = f on I and F (x + p) = F (x) for all x P R. The Fourier series of F is called
the Fourier series of f . Since

1

p

ż p

´p

F (x) cos kπx
p

dx =
1

p

[( ż 0

´p

+

ż p

0

)
F (x) cos kπx

p
dx

]
=

1

p

ż p

0

F (x ´ p) cos kπ(x ´ p)

p
dx+

1

p

ż p

0

F (x) cos kπx
p

dx

=
1 + (´1)k

p

ż p

0

f(x) cos kπx
p

dx

and similarly,

1

p

ż p

´p

F (x) sin kπx

p
dx =

1 + (´1)k

p

ż p

0

f(x) sin kπx

p
dx ,

we find that ck and sk vanish if k is odd. This induces the following

Definition 11.13. The Fourier series of a function f defined on the interval (0, p) is

c0
2
+

8
ÿ

k=1

(
ck cos 2kπx

p
+ sk sin 2kπx

p

)
,

whenever the sum makes sense, where

ck =
2

p

ż p

0

f(x) cos 2kπx
p

dx and sk =
2

p

ż p

0

f(x) sin 2kπx

p
dx .
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We note that the Fourier series of f is the same as the Fourier series of the restriction
of the periodic extension of f on [´p/2, p/2).

Example 11.14. In Example 11.7 we compute the cosine and sine series of the function
f : [0, L) Ñ R given by f(x) = x2. Now we compute the Fourier series of f . From the
computations in Example 11.7, we find that

c0 =
2L2

3
and ck =

L2

k2π2
, sk = ´

L2

kπ
if k P N ;

thus the Fourier series of f is given by

L2

3
+

L2

π

8
ÿ

k=1

( 1

k2π
cos 2kπx

L
´

1

k
sin 2kπx

L

)
.

Similar to Theorem 11.9, we have the following

Theorem 11.15. Let f : [´p, p] Ñ R be a piecewise continuous function such that f 1, which
exists everywhere except possibly at finitely many points, be piecewise continuous on [´p, p].
Then

f(x+) + f(x´)

2
=

c0
2
+

8
ÿ

k=1

(
ck cos kπx

p
+ sk sin kπx

p

)
@x P (´p, p) ,

where f(x+) = lim
hÑ0+

f(x+h) and f(x´) = lim
hÑ0´

f(x+h) are the right limit and the left limit
of f at x, respectively. Moreover,

f(p´) + f((´p)+)

2
=

c0
2
+

8
ÿ

k=1

(´1)kck ;

that is, the evaluation of the Fourier series at p and ´p are the same and is the average of
the left limit of f at p and the right limit of f at ´p.

Example 11.16. Consider the function

f(x) =

#

0 ´π ă x ă 0 ,

π ´ x 0 ď x ă π .

We compute the Fourier coefficients as follows. For k P N,

sk =
1

π

ż π

0

(π ´ x) sin(kx) dx =
1

π

[´(π ´ x) cos(kx)
k

ˇ

ˇ

ˇ

x=π

x=0
´

1

k

ż π

0

cos(kx) dx
]
=

1

k
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and

ck =
1

π

ż π

0

(π ´ x) cos(kx) dx =
1

π

[(π ´ x) sin(kx)
k

ˇ

ˇ

ˇ

x=π

x=0
+

1

k

ż π

0

sin(kx) dx
]

=
´ cos(kx)

k2π

ˇ

ˇ

ˇ

x=π

x=0
=

1 ´ (´1)k

k2π
,

while
c0 =

1

π

ż π

0

(π ´ x) dx =
π

2
.

Therefore, Theorem 11.15 implies that

π

4
+

8
ÿ

k=1

(1 ´ (´1)k

k2π
cos(kx) + 1

k
sin(kx)

)
=

$

’

’

&

’

’

%

0 if ´π ď x ă 0 ,

π ´ x if 0 ă x ď π ,
π

2
if x = 0 .

We note that the case x = 0 implies that

π

2
=

π

4
+

8
ÿ

k=1

1 ´ (´1)k

k2π

which shows the identity

1 +
1

32
+

1

52
+ ¨ ¨ ¨ =

8
ÿ

k=1

1

(2k ´ 1)2
=

π2

8
.

We also note that the identity above can be obtained by
8
ÿ

k=1

1

k2
=

8
ÿ

k=1

1

(2k ´ 1)2
+

8
ÿ

k=1

1

(2k)2
=

8
ÿ

k=1

1

(2k ´ 1)2
+

1

4

8
ÿ

k=1

1

k2

so that
8
ÿ

k=1

1

(2k ´ 1)2
=

3

4

8
ÿ

k=1

1

k2
=

3

4
¨
π2

6
=

π2

8
.

‚ Gibbs phenomenon: When f has a jump discontinuity at some point x0, the Fourier
series of f behaves “strangely” near x0. In fact, under the condition in Theorem 11.15, for
a jump discontinuity x0 of f (which means f(x+

0 ) ‰ f(x´
0 )) we have

lim
nÑ8

Sn(x0 +
p

n
) = f(x+

0 ) + c
[
f(x+

0 ) ´ f(x´
0 )
]
,

lim
nÑ8

Sn(x0 ´
p

n
) = f(x´

0 ) ´ c
[
f(x+

0 ) ´ f(x´
0 )
]
,
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where Sn(x) is the n-th partial sum of the Fourier series of f ; that is,

Sn(x) =
c0
2
+

n
ÿ

k=1

(
ck cos kx+ sk sin kx

)
,

and c is the constant c =
1

π

ż π

0

sinx

x
dx ´

1

2
« 0.089490....

Figure 11.1: Partial sums of the Fourier series of f given in Example 11.16.

We note that the presence of the Gibbs phenomenon does not violate the fact that

lim
nÑ8

}f ´ Sn}L2(´p,p) = 0 .

11.4 Sturm-Liouville Problem
The regular Sturm-Liouville problem is the eigenvalue problem

d

dx

[
r(x)y 1

]
+
[
q(x) + λp(x)

]
y = 0 x P (a, b) , (11.9a)

A1y(a) + B1y
1(a) = 0 , (11.9b)

A2y(b) + B2y
1(b) = 0 , (11.9c)
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where (A1, B1) ‰ (0, 0), (A2, B2) ‰ (0, 0) are given constant vectors, p, q, r are given real-
valued continuous functions on [a, b] satisfying

1. p, r ą 0 on [a, b], 2. r 1 is continuous on [a, b],

and λ and y are unknowns to be solved. If there exists λ P R and non-trivial y satisfy-
ing (11.9), λ is called an eigenvalue and y is called an eigenfunction corresponding to th
eigenvalue λ.

Theorem 11.17. Consider the regular Sturm-Liouville problem.

1. There exist an infinite number of real eigenvalues that can be arranged in increasing
order λ1 ă λ2 ă ¨ ¨ ¨ ă λn ă ¨ ¨ ¨ such that λn Ñ 8 as n Ñ 8

2. Each eigenvalue corresponds to only one eigenfunction (except for nonzero constant
multiples).

3. Eigenfunctions corresponding to different eigenvalues are linearly independent.

4. The set of eigenfunctions corresponding to the set of eigenvalues is orthogonal with
respect to the weighted inner product

xf, gy ”

ż b

a

p(x)f(x)g(x) dx .

Proof of 4. Let ym and yn be eigenfunctions corresponding to eigenvalues λm and λn, re-
spectively. Then

d

dx

[
r(x)y 1

m

]
+
[
q(x) + λmp(x)

]
ym = 0 , (11.10a)

d

dx

[
r(x)y 1

n

]
+
[
q(x) + λnp(x)

]
yn = 0 . (11.10b)

Multiplying (11.10a) by yn and (11.10b) by ym and subtracting the two resulting equations,
we find that

(λm ´ λn)p(x)ymyn = ym
d

dx

[
r(x)y 1

n

]
´ yn

d

dx

[
r(x)y 1

m

]
;

thus integrating by parts implies that

(λm ´ λn)

ż b

a

p(x)ym(x)yn(x) dx

=

ż b

a

(
ym(x)

d

dx

[
r(x)y 1

n(x)
]

´ yn(x)
d

dx

[
r(x)y 1

m(x)
])

dx

= r(x)
[
ym(x)y

1
n(x) ´ yn(x)y

1
m(x)

]ˇ
ˇ

ˇ

x=b

x=a
. (11.11)
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Since ym and yn satisfy the boundary conditions

A1ym(a) + B1y
1
m(a) = 0 ,

A1yn(a) + B1y
1
n(a) = 0 ,

or equivalently, [
ym(a) y 1

m(a)
yn(a) y 1

n(a)

] [
A1

B1

]
=

[
0
0

]
,

by the fact (A1, B1) ‰ (0, 0) we must have ym(a)y
1
n(a) ´ yn(a)y

1
m(a) = 0. Similary,

ym(b)y
1
n(b) ´ yn(b)y

1
m(b) = 0; thus (11.11) implies that

(λm ´ λn)

ż b

a

p(x)ym(x)yn(x) dx = 0 . ˝



Chapter 12

Boundary-Value Problems in
Rectangular Coordinates

Definition 12.1. A partial differential equation (PDE) is an equation which imposes rela-
tions between the various partial derivatives of a multi-variable function. A PDE is said to
be linear if it is linear in the unknown and its derivatives, and is said to be nonlinear if it
is not linear.

In the following, we focus on linear PDEs with two independent variables (sometimes
two spatial variables x, y, and sometimes one temporal variable t and one spatial variable
x).

12.1 Separable Partial Differential Equations
In this section, we are interested in finding solutions of a linear second-order PDE given by

A
B2u

Bx2
+B

B2u

BxBy
+ C

B2u

By2
+D

Bu

Bx
+ E

Bu

By
+ Fu = G ,

where A,B,C,D,E, F,G are given constants. The PDE above is said to be homogeneous
if G ” 0.

12.1.1 Separation of variables

In the method of separation variables we look for a particular solution of the form of a
product of a function of x and y so that u(x, y) = X(x)Y (y). With this assumption it is
sometimes possible to reduce a linear PDE in two variables to two ODEs.

65
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Example 12.2. Find product solutions of B2u

Bx2
= 4

Bu

By
.

Suppose that u(x, y) = X(x)Y (y). Then X 11Y = 4XY 1 so that

X 11

4X
=

Y 1

Y
.

Since the left-hand side is a function of x and independent of y, while the right-hand side
is a function of y and is independent of x, we must have

X 11

4X
=

Y 1

Y
= ´λ

for some constant λ P R. Therefore, X 11 + 4λX = 0 and Y 1 + λY = 0.

1. If λ = 0, then X(x) = ax + b and Y (y) = c for some constants a, b, c. Therefore,
u(x, y) = Ax+B for some constants A,B.

2. If λ ă 0, then λ = ´α2 for some α P R so that

X(x) = C1e
2αx + C2e

´2αx , Y (y) = C3e
α2y .

Therefore, u(x, y) = Ae2αx+α2y +Be´2αx+α2y for some constants A,B.

3. If λ ą 0, then λ = α2 for some α P R so that

X(x) = C1 cos(2αx) + C2 sin(2αx) , Y (y) = C3e
´α2y .

Therefore, u(x, y) = e´α2y
[
A cos(2αx) + B sin(2αx)

]
for some constants A,B.

Theorem 12.3 (Superposition Principle). If u1, u2, ¨ ¨ ¨ , uk are solutions of a homogeneous
linear PDE, then the linear combination

u = c1u1 + c2u2 + ¨ ¨ ¨ + ckuk ,

where c1
ks are constants, is also a solution.

Throughout the remainder of the chapter we shall assume that whenever we have an
infinite set u1, u2, ¨ ¨ ¨ of solutions of a homogeneous linear equation, we can construct another
solution u by forming the infinite series

u =
8
ÿ

k=1

ckuk ,

where c1
ks are constants.
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12.1.2 Classification of equations

Definition 12.4. The linear second-order PDE

A
B2u

Bx2
+B

B2u

BxBy
+ C

B2u

By2
+D

Bu

Bx
+ E

Bu

By
+ Fu = G ,

where A,B,C,D,E, F,G are real constants, is said to be

1. hyperbolic if B2 ´ 4AC ą 0,

2. parabolic if B2 ´ 4AC = 0,

3. elliptic if B2 ´ 4AC ă 0.

12.2 Classical PDEs and Boundary-Value Problems
Let Ω Ď Rn be an open set (with smooth boundary). For a real-valued function u : Ω Ñ R
and a vector-valued function u : Ω Ñ Rn (so that u = (u1, u2, ¨ ¨ ¨ , un) for some real-valued
functions u1, u2, ¨ ¨ ¨ , un), we define some important differential operators as follows:

∇u =
(

Bu

Bx1
,

Bu

Bx2
, ¨ ¨ ¨ ,

Bu

Bxn

)
,

divu = ∇ ¨ u =
(

B

Bx1
,

B

Bx2
, ¨ ¨ ¨ ,

B

Bxn

)
¨ (u1, u2, ¨ ¨ ¨ , un) =

n
ÿ

k=1

Buk

Bxk

,

∆u = div∇u = ∇ ¨ ∇u =
B2u

Bx21
+

B2u

Bx22
+

B2u

Bx2n
,

∆u =
B2u
Bx21

+
B2u
Bx22

+
B2u
Bx2n

= (∆u1,∆u2, ¨ ¨ ¨ ,∆un) .

We remark that ∆ is also denoted by ∇2 in engineering applications (since ∆ = ∇ ¨ ∇).

12.2.1 Heat equation

Suppose that you are interested in the temperature distribution of a body in space. Let Ω

be the region that the body occupies, and u(x, t) be the temperature of the body at location
x (in Ω and in Cartesian coordinate) and time t (which is always assume to larger than the
initial time). With ϱ(x) and s(x) denoting the density and the specific heat of the body at
location x, respectively, and κ(x, t) denoting the thermal diffusivity at location x and time
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t (the higher the thermal diffusivity, the faster the heat propagation), u (which is assumed
to be quite smooth) must satisfy the heat equation

ϱ(x)s(x)Bu

Bt
(x, t) = div

[
κ(x, t)∇u(x, t)

]
@ x P Ω and t ą 0 .

With the presence of a heat source Q in the body
(

here
ż

U
Q(x, t) dx denotes the rate of

heat energy flows into the body through the region U for all U Ď Ω
)

, the heat equation is
modified as

ϱ(x)s(x)Bu

Bt
(x, t) = div

[
κ(x, t)∇u(x, t)

]
+Q(x, t) @ x P Ω and t ą 0 .

To fully determine the temperature, an initial condition and some type of boundary condi-
tions have to be imposed:

1. Initial condition: this describes the temperature distribution at a certain time t = t0

(which is usually assume to be 0). In mathematical terms, it is

u(x, 0) = u0(x) @ x P Ω

for some given function u0.

2. Boundary condition: the boundary conditions introduces some physical constraints
that is imposed to the system.

(a) Dirichlet boundary condition: the temperature on the boundary of Ω is given.
In mathematical terms, it is

u(x, t) = g(x, t) @ x P BΩ and t ą 0

for some given function g.

(b) Neumann boundary condition: the normal derivative of the temperature on the
boundary of Ω is given. In mathematical terms, it is

Bu

BN(x, t) = g(x, t) @ x P BΩ and t ą 0

for some given function g, where Bu

BN is the directional derivative of u in the

outward pointing direction N
(
so that Bu

BN = ∇u ¨ N
)
. When there is not heat

energy that can flow in and out of the body (the case of insulation, g ” 0).
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(c) Robin boundary condition: the normal derivative of the temperature is propor-
tion to the difference of the temperature on the boundary. In mathematical
terms, it is

Bu

BN(x, t) + hu(x, t) = g @ x P BΩ and t ą 0

for some constant h ą 0 and g.

(d) Mixed type boundary condition: Different type of boundary conditions are im-
posed on different portion of the boundary. In mathematical terms, if BΩ is the
disjoint union of Γ1,Γ2 and Γ3, we have

u(x, t) = g1(x, t) @ x P Γ1 and t ą 0 ,

Bu

BN(x, t) = g2(x, t) @ x P Γ2 and t ą 0 ,

Bu

BN(x, t) + hu(x, t) = g3(x, t) @ x P Γ3 and t ą 0 .

The heat equation is the prototype of the parabolic equations.

12.2.2 Wave equation

Suppose that you are interested in the vibration of a string or a membrane (of a drum). Let
Ω Ď Rn be the region of interests, and u(x, t) denotes the displacement of the point labeled
x (which means we choose some way to “identify” the particles with points in Ω) and time
t. With ϱ(x) denoting the density of the particle labelled x, under certain circumstances u

(which is assumed to be quite smooth) satisfies

ϱ(x)B2u

Bt2
(x, t) = div

[
T (x)

a

1 + |∇u(x, t)|2
∇u(x, t)

]
@ x P Ω and t ą 0 ,

where ∇u is replaced by ux is Ω is 1-dimensional (that is, in the case of string). If some
force f that can affect the vibration is introduced into the system, the equation is modified
as

ϱ(x)B2u

Bt2
(x, t) = div

[
T (x)

a

1 + |∇u(x, t)|2
∇u(x, t)

]
+ f(x, t) @ x P Ω and t ą 0 ,

In the real world application, |∇u| ! 1, and we assume that ϱ and T are independent of x
so that the equation becomes

ϱ
B2u

Bt2
(x, t) = T∆u(x, t) + f(x, t) @ x P Ω and t ą 0 .
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To fully determine the displacement, two initial conditions and some type of boundary
conditions have to be imposed.

1. Initial condition: this describes the displacement and the velocity at a certain time
t = t0 (which is usually assume to be 0). In mathematical terms, it is

u(x, 0) = u0(x), ut(x, 0) = u1(x) @ x P Ω

for some given functions u0 and u1.

2. Boundary condition: similar to the boundary conditions in the heat equations, one
type of boundary conditions is imposed. We note that the Neumann boundary condi-
tion Bu

BN = 0 on BΩ corresponds to the unconstraint case; that is, the boundary of the
string (or the membrane) is not fixed.

The wave equation is the prototype of the hyperbolic equations.

12.2.3 Laplace’s equation/Poisson’s equation

Laplace’s equation in two and three dimensions occurs in time-independent problems involv-
ing potentials such as electrostatic, gravitational, and velocity in fluid mechanics. Moreover,
a solution of Laplace’s equation can also be interpreted as a steady-state temperature dis-
tribution of the heat equation. The Laplace/Poisson equation takes the form

∆u(x) = div
[
∇u(x)

]
= ∇2u(x) = f(x) @ x P Ω ,

where f is a given function. The equation above is called Laplace’s equation if f ” 0 and is
called Poisson’s equation if f is not the zero function.

To fully determine the unknown function u, one type of boundary conditions has to
be imposed. However, it does not require the initial condition since the problem is time-
independent. The Laplace/Poisson equation is the prototype of the elliptic equations.

12.3 Heat Equation
In this section, we focus on solving the 1-d heat equation

Bu

Bt
= α2 B2u

Bx2
0 ă x ă L , t ą 0 , (12.1a)

u(0, t) = u(L, t) = 0 t ą 0 , (12.1b)
u(x, 0) = f(x) 0 ă x ă L . (12.1c)
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First, we use the method of separation of variables to find product solutions to Bu

Bt
=

α2 B2u

Bx2
. Suppose that u(x, t) = X(x)T (t). Then

T 1(t)X(x) = α2T (t)X 11(x)

which shows that there exists λ P R such that

X 11

X
=

T 1

α2T
= ´λ .

Clearly we have T (t) = e´λα2t (we ignore the constant). On the other hand, in order to
solve X, we need boundary conditions for X. Because of (12.1b), we choose the boundary
condition X(0) = X(L) = 0 so that in order to obtain non-trivial X, the discussion from
the previous chapter implies that λ =

n2π2

L2
and X(x) = sin nπx

L
for some n P N. The

discussion above provides a product solution

un(x, t) = e´α2n2π2

L2 t sin nπx

L
.

Next we look for a solution of the form u(x, t) =
8
ř

n=1

Anun(x, t) satisfying (12.1c). We note

that this amounts to find a sequence tAnu8
n=1 such that

f(x) =
8
ÿ

n=1

An sin nπx

L
.

We note that this is the same as finding the sine series of f so that we find that

An =
2

L

ż L

0

f(x) sin nπx

L
dx @n P N . (12.2)

Therefore, the solution u of the 1-d heat equation (12.1) is

u(x, t) =
8
ÿ

n=1

( 2

L

ż L

0

f(x) sin nπx

L
dx

)
e´α2n2π2

L2 t sin nπx

L
.

Remark 12.5. 1. The procedure above is also called solving the heat equation using the
method of separation of variables.

2. The procedure above is not rigorous even if we assume that the infinite linear combi-
nation of un is also a solution. A more rigorous approach is stated as follows. For each
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t ą 0, the temperature u(x, t) is a function of x, vanishes on the boundary x = 0 and
x = L, so that u(x, t) can be represented (pointwise) using the sine series (the cosine
series and the Fourier series of u do not satisfy the vanishing boundary condition).
Therefore, for each t ą 0 the coefficients tsnu8

n=1 used to represent the function u is a
function of t so that

u(x, t) =
8
ÿ

n=1

An(t) sin nπx

L
.

Assume that the derivatives of u can be carried inside the infinite sum. Then

Bu

Bt
(x, t) =

8
ÿ

n=1

A 1
n(t) sin nπx

L
,

B2u

Bx2
(x, t) = ´

8
ÿ

n=1

An(t)
n2π2

L2
sin nπx

L

so that

0 =
Bu

Bt
(x, t) ´ α2B2u

Bx2
(x, t) =

8
ÿ

n=1

[
s 1
n(t) ´

α2n2π2

L2
An(t)

]
sin nπx

L
.

This implies that An satisfies the differential equation

A 1
n(t) ´

α2n2π2

L2
An(t) = 0 , (12.3)

and the initial condition for the differential equation above should satisfy

f(x) =
8
ÿ

n=1

An(0) sin nπx

L
.

This implies that
An(0) =

2

L

ż L

0
f(x) sin nπx

L
dx . (12.4)

Solving ODE (12.3) with initial condition (12.4), we obtain An(t) so that the solution
u to (12.1) is determine.

3. For 1-d heat equation (12.1a) with other type of homogeneous boundary conditions,
one should choose different complete orthogonal set to represent the solution u. The
complete orthogonal set that we should use should obey the boundary conditions.

4. For the case with heat source, one should write the heat source in terms of the complete
orthogonal basis and then group all the terms together. For example, if (12.1a) is
modified as

Bu

Bt
(x, t) = α2B2u

Bx2
(x, t) + q(x, t) , 0 ă x ă L , t ą 0 , (12.1a1)
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here q(x, t) =
8
ř

n=1

Bn(t) sin nπx

L
, then we repeat the procedure in 2 and find that An

should satisfy

A 1
n(t) ´

α2n2π2

L2
An(t) = Bn(t) , An(0) = An .

The solution An can be found by the method of integrating factor. We note that with
the presence of q, one cannot find a product solution satisfying (12.1a).

5. For the case with inhomogeneous boundary condition, one should first find a func-
tion g(x, t) that satisfies the boundary condition, then form a new unknown function
v(x, t) = u(x, t) ´ g(x, t). Then v satisfies a heat equation (with a heat source) but
v satisfies a homogeneous boundary condition (and probably a different initial condi-
tion). For example, consider the heat equation

Bu

Bt
= α2 B2u

Bx2
0 ă x ă L , t ą 0 ,

u(0, t) = a(t) , u(L, t) = b(t) t ą 0 ,

u(x, 0) = f(x) 0 ă x ă L .

Let g(x, t) =
L ´ x

L
a(t) +

x

L
b(t). Then g(0, t) = a(t) and g(L, t) = b(t) so that

v(x, t) = u(x, t) ´ g(x, t) satisfies

Bv

Bt
= α2 B2v

Bx2
+ gt(x, t) 0 ă x ă L , t ą 0 ,

v(0, t) = 0 , v(L, t) = 0 t ą 0 ,

v(x, 0) = f(x) ´ g(x, 0) 0 ă x ă L .

The heat equation above can be solved by procedure stated in 4.

12.4 Wave Equation
In this section, we focus on solving the 1-d wave equation

B2u

Bt2
= c2

B2u

Bx2
0 ă x ă L , t ą 0 , (12.5a)

u(0, t) = u(L, t) = 0 t ą 0 , (12.5b)

u(x, 0) = f(x) ,
Bu

Bt
(x, 0) = g(x) 0 ă x ă L . (12.5c)
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We first use the method of separation of variables to find product solutions to B2u

Bt2
= c2

B2u

Bx2
.

Suppose that u(x, t) = X(x)T (t). Then

T 11(t)X(x) = c2T (t)X 11(x)

which shows that there exists λ P R such that
X 11

X
=

T 11

c2T
= ´λ .

Because of (12.1b), we choose the boundary condition X(0) = X(L) = 0 so that in order to
obtain non-trivial X, we must have λ = α2 ą 0 so that

X(x) = C1 cos(αx) + C2 sin(αx) , X(0) = X(L) = 0 .

The condition X(0) = 0 implies that C1 = 0, and the condition X(L) = 0 further implies
that αL = nπ for some n P Z. This shows that λ =

n2π2

L2
and X(x) = sin nπx

L
for some

n P N. On the other hand, Tn(t) = T (t) satisfies

T 11
n (t) +

c2n2π2

L2
Tn(t) = 0

so that
Tn(t) = An cos cnπt

L
+Bn sin cnπt

L
.

Therefore, the solution u(x, t) =
8
ř

n=1

(
An cos cnπt

L
+ Bn sin cnπt

L

)
sin nπx

L
. The exact value

of An and Bn should follow from the initial condition (12.5c): since

f(x) = u(x, 0) =
8
ÿ

n=1

An sin nπx

L

and (assuming that B

Bt

8
ř

n=1

=
8
ř

n=1

B

Bt
)

g(x) =
Bu

Bt
(x, 0) ‘‘=”

8
ÿ

n=1

cnπBn

L
sin nπx

L
,

thus
An =

2

L

ż L

0

f(y) sin nπy

L
dy and Bn =

2

cnπ

ż L

0

g(y) sin nπy

L
dy .

As a summary, the solution to (12.5) is

u(x, t) =
8
ÿ

n=1

( 2

L

ż L

0

f(y) sin nπy

L
dy cos cnπt

L
+

2

cnπ

ż L

0

g(y) sin nπy

L
dy sin cnπt

L

)
sin nπx

L
.
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Remark 12.6. For inhomogeneous PDE or inhomogeneous boundary condition, see Remark
12.5.

12.5 Laplace’s Equation
In this section, we first focus on solving the boundary-value problem

B2u

Bx2
(x, y) +

B2u

By2
(x, y) = 0 0 ă x ă a , 0 ă y ă b , (12.6a)

Bu

Bx
(0, y) =

Bu

Bx
(a, y) = 0 0 ă y ă b , (12.6b)

u(x, 0) = 0 , u(x, b) = f(x) 0 ă x ă a . (12.6c)

We note that (12.6b) is a Neumann boundary condition Bu

BN = 0 on t0, au ˆ (0, b), while
(12.6c) is a (inhomogeneous) Dirichlet boundary u = 0 on (0, a) ˆ t0u and u = f on
(0, a) ˆ tbu. Therefore, (12.6) has mixed type boundary conditions.

Remark 12.7. You may ask if there is a non-trivial solution if f is the zero function. The
answer is No because of the maximum principle which states that if ∆u = 0 in Ω, then the
maximum (and the minimum as well) of u cannot occur in the interior of Ω. That is why we
have to consider the Laplace equation with inhomogeneous boundary condition right away
(to obtain a non-trivial solution).

We again try to find product solutions u(x, y) = X(x)Y (y) of (12.6). Using (12.6a), we
obtain that X 11(x)Y (y) +X(x)Y 11(y) = 0; thus

X 11(x)

X(x)
= ´

Y 11(y)

Y (y)
= ´λ

for some constant λ P R. From the boundary condition (12.6b), we first look for non-trivial
X satisfying the boundary condition X 1(0) = X 1(a) = 0; that is, X is a solution to the
BVP

X 11(x) + λX(x) = 0 , X 1(0) = X 1(a) = 0 .

From Example 11.5, we find that λ =
n2π2

a2
and X(x) = cos nπx

a
for some n P N Y t0u. The

corresponding Y satisfies

Y 11(y) ´
n2π2

a2
Y (y) = 0
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which produces

Y (y) =

#

An exp
(nπy

a

)
+Bn exp

(
´

nπy

a

)
if n P N ,

A0y +B0 if n = 0 .

Due to the boundary condition u(x, 0) = 0, we expect that Y (0) = 0 so that An + Bn = 0

for n P N and A0 = 0; thus Y (y) =
1

2

[
exp

(nπy
a

)
´ exp

(
´

nπy

a

)]
= sinh nπy

a
if n P N or

Y (y) = A0y if n = 0 so that

un(x, y) =

#

cos nπx

a
sinh nπy

a
if n P N

y if n = 0 .

Now we look for solution u to (12.6) of the form

u(x, y) = A0y +
8
ÿ

n=1

An cos nπx

a
sinh nπy

a
.

We note that such a u “should” have satisfied (12.6b) and u(x, 0) = 0. Now we determine
the coefficient An so that u(x, b) = f(x) for 0 ă x ă a. This amounts to find the cosine
series of f so that f can be expressed as

f(x) = A0b+
8
ÿ

n=1

An cos nπx

a
sinh nπy

a
.

Therefore,

A0 =
1

ab

( ż a

0

f(x) dx
)

and An =
2

a sinh nπb

a

ż a

0

f(x) cos nπx
a

dx

so that

u(x, y) =
1

ab

( ż a

0

f(x) dx
)
y +

2

a

8
ÿ

n=1

( ż a

0

f(x) cos nπx
a

dx
)

cos nπx
a

sinh nπy

a

sinh nπb

a

.

Remark 12.8. 1. For the Laplace equation

B2u

Bx2
(x, y) +

B2u

By2
(x, y) = 0 0 ă x ă a , 0 ă y ă b ,

u(0, y) = u(a, y) = 0 0 ă y ă b ,

u(x, 0) = 0 , u(x, b) = f(x) 0 ă x ă a .
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the method of separation of variables provides the solution

u(x, y) =
2

a

8
ÿ

n=1

( ż a

0

f(x) sin nπx

a
dx

)
sin nπx

a

sinh nπy

a

sinh nπb

a

.

2. The boundary-value problem

B2u

Bx2
(x, y) +

B2u

By2
(x, y) = 0 0 ă x ă a , 0 ă y ă b , (12.7a)

u(0, y) = F (y) , u(a, y) = G(y) 0 ă y ă b , (12.7b)
u(x, 0) = f(x) , u(x, b) = g(x) 0 ă x ă a . (12.7c)

can be solved using of the superposition principle. First we find solutions to the
following two problems

B2v

Bx2
(x, y) +

B2v

By2
(x, y) = 0 0 ă x ă a , 0 ă y ă b , (12.8a)

v(0, y) = v(a, y) = 0 0 ă y ă b , (12.8b)
v(x, 0) = f(x) , v(x, b) = g(x) 0 ă x ă a . (12.8c)

and
B2w

Bx2
(x, y) +

B2w

By2
(x, y) = 0 0 ă x ă a , 0 ă y ă b , (12.9a)

w(0, y) = F (y) , w(a, y) = G(y) 0 ă y ă b , (12.9b)
w(x, 0) = w(x, b) = 0 0 ă x ă a . (12.9c)

The solution u to (12.7) then can be written as u = v + w. Laplace’s equation with
mixed type boundary conditions can be solved in a similar fashion.

Remark 12.9. Consider the Poisson equation

B2u

Bx2
(x, y) +

B2u

By2
(x, y) = f(x, y) 0 ă x ă a , 0 ă y ă b , (12.10a)

u(0, y) = u(a, y) = 0 0 ă y ă b , (12.10b)
u(x, 0) = u(x, b) = 0 0 ă x ă a . (12.10c)

For each 0 ă y ă b, write

u(x, y) =
8
ÿ

n=1

An(y) sin nπx

a
and f(x, y) =

8
ÿ

n=1

fn(y) sin nπx

a
,
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where fn(y) =
2

a

ż a

0
f(x, y) sin nπx

a
dx. Then

B2u

Bx2
(x, y) +

B2u

By2
(x, y) =

8
ÿ

n=1

[
A 11

n(y) ´
n2π2

a2
An(y)

]
sin nπx

a

which implies that An satisfies the differential equation

A 11
n(y) ´

n2π2

a2
An(y) = fn(y) ,

and the variation of parameter formula provides a particular solution

Yn(y) =
a

nπ

[
´cosh nπy

a

ż y

0

fn(z) sinh nπz

a
dz + sinh nπy

a

ż y

0

fn(z) cosh nπz

a
dz

]
=

a

nπ

ż y

0

fn(z) sinh nπ(y ´ z)

a
dz

so that

An(y) = Cn cosh nπy

a
+ Sn sinh nπy

a
+ Yn(y) .

The boundary condition (12.10c) implies that An(0) = An(b) = 0; thus Cn = 0 and Sn =

´
Yn(b)

sinh nπb

a

. The computation above provides the solution

u(x, y) =
8
ÿ

n=1

[
Yn(y) ´ Yn(b)

sinh nπy

a

sinh nπb

a

]
sin nπx

a
(12.11)

Question: Is u given above really a solution to (12.10)?
Answer: No! In general we do not know if Yn Ñ 0 as n Ñ 8; thus the series given by
(12.11) may not converge.

12.6 Non-homogeneous Boundary-Value Problems
For the heat and wave equations, see Remark 12.5.

12.7 Orthogonal Series Expansions
Consider the heat equation

Bu

Bt
(x, t) = α2 B2u

Bx2
+ q(x, t) 0 ă x ă L , t ą 0 , (12.12a)

u(0, t) = 0 ,
Bu

Bx

ˇ

ˇ

ˇ

x=L
= ´hu(L, t) t ą 0 , (12.12b)

u(x, 0) = f(x) 0 ă x ă L , (12.12c)
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where h ą 0 is a constant.
First we look for eigenfunctions v satisfying

d2

dx2
v(x) = λv(x) , v(0) = v 1(L) + hv(L) = 0 . (12.13)

We note that with this boundary condition, d2

dx2
is “symmetric” since

(u 11, v)L2(0,L) =

ż L

0

u 11(x)v(x) dx = u 1(x)v(x)
ˇ

ˇ

ˇ

x=L

x=0
´

ż L

0

u 1(x)v 1(x) dx

= u 1(L)v(L) ´ u(L)v 1(L) +

ż L

0

u(x)v 1(x) dx

= ´hu(L)v(L) + hu(L)v(L) + (u, v 11)L2(0,L) = (u, v 11)L2(0,L) .

1. λ = 0: the eigenfunction takes the form v(x) = Ax+ B, and the boundary condition
implies that

B = 0 and A+ h(AL+B) = 0 ;

thus A = B = 0.

2. λ = β2 ą 0: the eigenfunction takes the form v(x) = Aeβx+Be´βx, and the boundary
condition implies that

A+B = 0 and AβeβL ´ Bβe´βL + h
(
AeβL +Be´βL

)
= 0 ;

thus A = B = 0.

3. λ = ´β2 ă 0: the eigenfunction takes the form v(x) = A cos βx + B sin βx, and the
boundary condition implies that

A = 0 and ´ Aβ sin βL+Bβ cos βL+ h
(
A cos βL+B sin βL

)
= 0 ;

thus to obtain non-trivial solutions, β cos βL+ h sin βL = 0 or

tan βL = ´
β

h
. (12.14)

Equation (12.14) has infinitely many roots. Suppose that the positive roots of (12.14),
in increasing order, are given by β1, β2, ¨ ¨ ¨ , βn, ¨ ¨ ¨ . Then λ = ´β2

n is an eigenvalue to
the eigenvalue problem (12.13) and a corresponding eigenfunction is vn(x) = sin βnx;
thus we obtain a complete orthogonal set tvnu8

n=1.
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We then express the solution to (12.12) as

u(x, t) =
8
ÿ

n=1

An(t) sin βnx ,

as well as

q(x, t) =
8
ÿ

n=1

Bn(t) sin βnx , Bn(t) =
1

}vn}2L2(0,L)

ż L

0

q(x, t) sin βnx dx .

Here we note that

}vn}2L2(0,L) =

ż L

0

sin2 βnx dx =

ż L

0

1 ´ cos 2βnx

2
dx =

L

2
´

sin 2βnL

4βn

=
L

2
+

h

2(h2 + β2
n)

.

Then (12.12a) implies that An satisfies the differential equation

A 1
n(t) + α2β2

nAn(t) = Bn(t)

while (12.12b) implies that An satisfies the initial condition

An(0) =
1

}vn}2L2(0,L)

ż L

0

f(x) sin βnx dx .

Remark 12.10. When the PDE (especially the heat or wave equations) itself is homoge-
neous, one can always try the method of separation of variables by looking for production
solution u(x, t) = X(x)T (t) first. The procedure of solving for such an X is exactly the

same as finding eigenfunctions of d2

dx2
subject to some homogeneous boundary conditions.

12.8 Higher-Dimensional Problems

In this section we consider the heat equation

Bu

Bt
(x, y) = α2

[B2u

Bx2
(x, y) +

B2u

By2
(x, y)

]
0 ă x ă b , 0 ă y ă c , t ą 0 , (12.15a)

u(0, y, t) = u(b, y, t) = 0 0 ă y ă c, t ą 0 , (12.15b)
u(x, 0, t) = u(x, c, t) = 0 0 ă x ă b, t ą 0 , (12.15c)
u(x, y, 0) = f(x, y) 0 ă x ă b , 0 ă y ă c . (12.15d)
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Let us first try the method of separation of variables; that is, we first look for product
solutions of the form u(x, y, t) = X(x)Y (y)T (t). Such X,Y, T must satisfy

X(x)Y (y)T 1(t) = α2
[
X 11(x)Y (y)T (t) +X(x)Y 11(y)T (t)

]
or equivalently,

X 11(x)

X(x)
= ´

Y 11(y)

Y (y)
+

T 1(t)

α2T (t)
.

Since the left-hand side of the equality above is a function of x, while the right-hand side
of the equality above is a function of y and t, we must have

X 11(x)

X(x)
= ´

Y 11(y)

Y (y)
+

T 1(t)

α2T (t)
= ´λ

for some constant λ P R. This further implies that

Y 11(y)

Y (y)
=

T 1(t)

α2T (t)
+ λ = ´µ

for some constant µ P R.
Because of boundary condition (12.15b) and (12.15c), we impose the boundary conditions

X(0) = X(b) = 0 and Y (0) = Y (c) = 0; thus

λ =
m2π2

b2
and X(x) = sin mπx

b
@m P N , (12.16a)

µ =
n2π2

c2
and Y (y) = sin nπy

c
@n P N . (12.16b)

Moreover,
T (t) = exp

[
´α2(λ+ µ)t

]
= exp

[
´α2π2

(m2

b2
+

n2

c2

)
t
]
.

Therefore,
um,n(x, y, t) = exp

[
´α2π2

(m2

b2
+

n2

c2

)
t
]

sin mπx

b
sin nπy

c

is a product solution for all m,n P N.

Remark 12.11. The collection of functions
!

v(x, y)
ˇ

ˇ

ˇ
v(x, y) = sin mπx

b
sin nπy

c
for some m,n P N

)

are eigenfunctions of ∆ =
B2

Bx2
+

B2

By2
on the square Ω ” [0, b]ˆ [0, c] with boundary condition

v = 0 on BΩ .
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In other words, there exists ν P R (here ν = λ+ µ given above by (12.16)) such that

´∆v(x, y) = νv(x, y) @ (x, y) P Ω ,

v(x, y) = 0 @ (x, y) P BΩ .

Having obtain product solution, now we assume that the solution u to (12.15) can be
written as

u(x, y, t) =
8
ÿ

m,n=1

Am,num,n(x, y, t) =
8
ÿ

m,n=1

Am,n exp
[

´α2π2
(m2

b2
+

n2

c2

)
t
]

sin mπx

b
sin nπy

c
.

The initial condition (12.15d) implies that Am,n should satisfy

f(x, y) =
8
ÿ

m,n=1

Am,n sin mπx

b
sin nπy

c

which shows that Am,n is given by

Am,n =
4

bc

ż

Ω

f(x, y) sin mπx

b
sin nπy

c
dA

=
4

bc

ż b

0

( ż c

0

f(x, y) sin mπx

b
sin nπy

c
dy

)
dx

=
4

bc

ż c

0

( ż b

0

f(x, y) sin mπx

b
sin nπy

c
dx

)
dy .
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Integral Transforms

14.1 Error Function

The error function erf and complementary error function erfc are, respectively, defined by

erf(x) = 2
?
π

ż x

0

e´t2 dt and erfc(x) = 2
?
π

ż 8

x

e´t2 dt .

We have the following properties:

1. lim
xÑ8

erf(x) = 1, lim
xÑ´8

erf(x) = ´1.

2. lim
xÑ8

erfc(x) = 0, lim
xÑ´8

erfc(x) = 2.

3. 1
?
2πσ2

ż q

p
exp

(
´

t2

2σ2

)
dt =

1

2

[
erf

( q
?
2σ2

)
´ erf

( p
?
2σ2

)]
for all p, q P R.

f(t), a ą 0 L [f(t)] = F (s) f(t), a ą 0 L [f(t)] = F (s)

1
?
πt
e´a2

4t
e´a

?
s

?
s

2

c

t

π
e´a2

4t ´ aerfc
( a

2
?
t

) e´a
?
s

s
?
s

a

2
?
πt3

e´a2

4t e´a
?
s eabeb

2terfc
(
b
?
t+

a

2
?
t

) e´a
?
s

?
s(

?
s+ b)

erfc
( a

2
?
t

) e´a
?
s

s
´eabeb

2terfc
(
b
?
t+

a

2
?
t

)
+ erfc

( a

2
?
t

) be´a
?
s

s(
?
s+ b)

Table 14.1: Laplace transform of some functions

83
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Now we verify formula 1-3 given in Table 14.1. Let f1(t) =
1

?
πt
e´a2

4t and F1(s) =

L [f1](s). By the substitution of variable t =
au

2
?
s
,

F1(s) =

ż 8

0

1
?
πt

e´a2

4t e´st dt =

ż 8

0

1
?
π

?
2s

1
4

?
au

exp
[

´
a

?
s

2

(
u+

1

u

)] adu
2
?
s

=

?
a

?
2πs

1
4

ż 8

0

1
?
u

exp
[

´
a

?
s

2

(
u+

1

u

)]
du .

Replacing u by 1

u
, we find that

ż 8

0

1
?
u

exp
[

´
a

?
s

2

(
u+

1

u

)]
du =

ż 8

0

1
?
u3

exp
[

´
a

?
s

2

(
u+

1

u

)]
du ;

thus
ż 8

0

1
?
u

exp
[

´
a

?
s

2

(
u+

1

u

)]
du =

1

2

ż 8

0

( 1
?
u
+

1
?
u3

)
exp

[
´

a
?
s

2

(
u+

1

u

)]
du .

By the substitution of variable
?
u = v, we find that

ż 8

0

1
?
u

exp
[

´
a

?
s

2

(
u+

1

u

)]
du =

ż 8

0

(
1 +

1

v2
)

exp
[

´
a

?
s

2

(
v2 +

1

v2

)]
dv

and further substitution x = v ´
1

v
shows that

ż 8

0

1
?
u

exp
[

´
a

?
s

2

(
u+

1

u

)]
du =

ż 8

´8

exp
[

´
a

?
s

2
(x2 + 2)

]
dx = e´a

?
s

ż 8

´8

e´
a

?
sx2

2 dx ;

thus by the fact that
ż 8

´8

exp
(

´
t2

2σ2

)
dt =

?
2πσ2, we conclude that

ż 8

0

1
?
u

exp
[
´
a

?
s

2

(
u+

1

u

)]
du =

ż 8

0

1
?
u3

exp
[
´
a

?
s

2

(
u+

1

u

)]
du =

c

2π

a
e´a

?
ss´ 1

4 . (14.1)

As a consequence,

F1(s) =

?
a

?
2πs

1
4

c

2π

a
e´a

?
ss´ 1

4 =
e´a

?
s

?
s

.

Next we compute the Laplace transform of the function f2(t) =
a

2
?
πt3

e´a2

4t . Again by

the substitution of variable t =
au

2
?
s
,

ż 8

0

a

2
?
πt3

e´a2

4t e´st dt =

ż 8

0

a

2
?
π

(
2
?
s

au

) 3
2 exp

[
´

a
?
s

2

(
u+

1

u

)] a

2
?
s
du

=

c

a

2π
s

1
4

ż 8

0

1
?
u3

exp
[

´
a

?
s

2

(
u+

1

u

)]
du ;
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thus (14.1) shows that

F2(s) = L [f2](s) =

c

a

2π
s

1
4

c

2π

a
e´a

?
ss´ 1

4 = e´a
?
s .

Finally we compute the Laplace transform of the function f3(t) = erfc
( a

2
?
t

)
. Integrating

by parts,

F3(s) = L [f3](s) =

ż 8

0

erfc
( a

2
?
t

)
e´st dt = erfc

( a

2
?
t

)e´st

´s

ˇ

ˇ

ˇ

t=8

t=0
+

1

s

ż 8

0

e´st d

dt
erfc

( a

2
?
t

)
dt

=
1

s

ż 8

0

e´st
(

´
2

?
π
e´a2

4t

) d

dt

a

2
?
t
dt =

1

s

ż 8

0

a

2
?
πt3

e´a2

4t e´st dt =
1

s
L [f2](s) =

e´a
?
s

s
.

14.2 Laplace Transform
Recall that if f : [0,8) Ñ R is a function, then the Laplace transform of f , denoted by
L [f ], is

L [f ](s) =

ż 8

0

f(t)e´st dt

whenever the integral exists. Often time we write F = L [f ]. If u is a function of x (in some
interval) and t ą 0, then we define the Laplace transform of u by

U(x, s) = L [u](x, s) ”

ż 8

0

u(x, t)e´st dt .

Similar to the formula

L [f 1](s) = sF (s) ´ f(0) and L [f 11](s) = s2F (s) ´ sf(0) ´ f 1(0) ,

we have

L
[

Bu

Bt

]
(x, s) = sU(x, s) ´ u(x, 0) , (14.2a)

L
[

B2u

Bt2

]
(x, s) = s2U(x, s) ´ su(x, 0) ´ ut(x, 0) . (14.2b)

Moreover,

L
[

B2u

Bx2

]
(x, s) =

ż 8

0

B2u

Bx2
(x, t)e´st dt ‘‘=” B2

Bx2

ż 8

0

u(x, t)e´st dt =
B2U

Bx2
(x, s) . (14.3)

Identities (14.2) and (14.3) are the key formula that we will use to solve the initial-boundary
value problems.
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Example 14.1. Consider the wave equation

B2u

Bt2
=

B2u

Bx2
0 ă x ă 1, t ą 0 , (14.4a)

u(0, t) = u(1, t) = 0 t ą 0 , (14.4b)

u(x, 0) = 0 ,
Bu

Bt

ˇ

ˇ

ˇ

t=0
= sin πx 0 ă x ă 1 . (14.4c)

Let U(x, s) = L [u(x, ¨)](s). Using (14.2) and (14.3) we find that

B2

Bx2
U(x, s) ´ s2U(x, s) = ´ sin πx . (14.5)

A particular solution to the “ODE” above is

Up(x, s) = ´ cosh sx

ż x

0

´ sin πy sinh sy

W [cosh sy, sinh sy]
dy + sinh sx

ż x

0

´ sin πy cosh sy

W [cosh sy, sinh sy]
dy

=
cosh sx

s

ż x

0

sin πy sinh sy dy ´
sinh sx

s

ż x

0

sin πy cosh sy dy .

Integrating by parts,
ż x

0

sin πy sinh sy dy =
´ cos πy sinh sy

π

ˇ

ˇ

ˇ

y=x

y=0
+

s

π

ż x

0

cos πy cosh sy dy

=
´ cos πx sinh sx

π
+

s

π

[sin πy cosh sy

π

ˇ

ˇ

ˇ

y=x

y=0
´

s

π

ż x

0

sin πy sinh sy dy
]

=
´ cos πx sinh sx

π
+

s

π2
sin πx cosh sx ´

s2

π2

ż x

0

sin πy sinh sy dy ;

and
ż x

0

sin πy cosh sy dy =
´ cos πy cosh sy

π

ˇ

ˇ

ˇ

y=x

y=0
+

s

π

ż x

0

cos πy sinh sy dy

=
1 ´ cos πx cosh sx

π
+

s

π

[sin πy sinh sy

π

ˇ

ˇ

ˇ

y=x

y=0
´

s

π

ż x

0

sin πy cosh sy dy
]

=
1 ´ cos πx cosh sx

π
+

s

π2
sin πx sinh sx ´

s2

π2

ż x

0

sin πy cosh sy dy ;

thus
ż x

0

sin πy sinh sy dy =
s sin πx cosh sx ´ π cos πx sinh sx

s2 + π2
,

ż x

0

sin πy cosh sy dy =
s sin πx sinh sx ´ π cos πx cosh sx+ π

s2 + π2
.
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Therefore, a particular solution is given by

Up(x) =
s sin πx ´ π sinh sx

s(s2 + π2)

so that the solution to (14.5) is

U(x, s) = C1(s) cosh sx+ C2(s) sinh sx+
sin πx

s2 + π2
,

here the term ´π sinh sx

s(s2 + π2)
in Up is absorbed into C2(s). Note that the boundary condition

(14.4b) implies that U(0, s) = U(1, s) = 0; thus C1(s) = C2(s) = 0. Therefore,

L [u(x, ¨)](s) = U(x, s) =
sin πx

s2 + π2

Since π

s2 + π2
is the Laplace transform of the function f(t) = sin πt, we conclude that

u(x, t) =
1

π
sin πt sin πx .

Example 14.2. Consider the wave equation

B2u

Bt2
= c2

B2u

Bx2
´ g x ą 0, t ą 0 , (14.6a)

u(0, t) = lim
xÑ8

Bu

Bx
= 0 t ą 0 , (14.6b)

u(x, 0) = 0 ,
Bu

Bt

ˇ

ˇ

ˇ

t=0
= 0 x ą 0 , (14.6c)

where g is a constant (denoting the gravitational acceleration).
Let U(x, s) = L [u(x, ¨)](s). Using (14.2) and (14.3) we find that

s2U(x, s) = c2
B2

Bx2
U(x, s) ´

g

s

so that U satisfies the “ODE”

B2

Bx2
U(x, s) ´

s2

c2
U(x, s) =

g

c2s
. (14.7)

A particular solution to the ODE above is Up(x, s) = ´
g

s3
; thus the general solution to the

ODE above is
U(x, s) = C1(s) exp

(s
c
x
)
+ C2(s) exp

(
´

s

c
x
)

´
g

s3
.
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The boundary condition (14.6b) implies that U(0, s) = 0 and lim
xÑ8

BU

Bx
(x, s) = 0; thus

C1(s) =
g

s3
and C2(s) = 0 .

Therefore, U(x, s) =
g

s3
exp

(
´

x

c
s
)

´
g

s3
. Since 2

s3
is the Laplace transform of the function

f(t) = t2, by the fact that

L [1ttąau(t)f(t ´ a)](s) = e´saL [f ](s)

we conclude that

u(x, t) =

$

&

%

´
1

2
gt2 if 0 ď t ă

x

c
,

´
g

2c2
(2cxt ´ x2) if t ě

x

c
.

Example 14.3. Consider the heat equation

Bu

Bt
(x, t) =

B2u

Bx2
(x, t) 0 ă x ă 1, t ą 0 , (14.8a)

u(0, t) = 0 , u(1, t) = u0 t ą 0 , (14.8b)
u(x, 0) = 0 0 ă x ă 1 , (14.8c)

where u0 is a given constant.
Let U(x, s) = L [u(x, ¨)](s). Using (14.2) and (14.3) we find that

B2

Bx2
U(x, s) ´ sU(x, s) = 0 . (14.9)

Moreover, the boundary condition (14.8b) implies that

U(0, s) = 0 and U(1, s) = L [u0](s) =
u0

s
. (14.10)

Since the Laplace transform is always (assumed to be) defined on s ą α for some α P R,
W.L.O.G. we can assume that α ą 0 so that the general solution to the ODE (14.9) is

U(x, s) = C1(s) cosh
?
sx+ C2(s) sinh

?
sx .

The boundary condition (14.10) shows that

C1(s) = 0 and C2(s) =
u0

s sinh
?
s
;
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thus
U(x, s) =

u0 sinh
?
sx

s sinh
?
s

= u0
e(x´1)

?
s ´ e´(x+1)

?
s

s(1 ´ e´2
?
s)

.

Since s ą 0, the geometric series expansion implies that

1

1 ´ e´2
?
s
=

8
ÿ

n=0

e´2n
?
s ;

thus

U(x, s) = u0
e(x´1)

?
s ´ e´(x+1)

?
s

s

8
ÿ

n=0

e´2n
?
s = u0

8
ÿ

n=0

[e´(2n+1´x)
?
s

s
´

e´(2n+1+x)
?
s

s

]
.

Assuming that L ´1
8
ř

n=0

=
8
ř

n=0

L ´1, using formula 3 of Table 14.1 we obtain that

u(x, t) = L ´1[U(x, ¨)](t) = u0

8
ÿ

n=0

!

L ´1
[e´(2n+1´x)

?
s

s

]
(t) ´ L ´1

[e´(2n+1+x)
?
s

s

]
(t)

)

= u0

8
ÿ

n=0

[
erfc

(
2n+ 1 ´ x

2
?
t

)
´ erfc

(
2n+ 1 + x

2
?
t

)]
= u0

8
ÿ

n=0

[
erf

(
2n+ 1 + x

2
?
t

)
´ erf

(
2n+ 1 ´ x

2
?
t

)]
. (14.11)

On the other hand, we can solve (14.8) using the method of separation of variables as
follows. Let g(x, t) = xu0 and v(x, t) = u(x, t) ´ xu0. Then v satisfies that

Bv

Bt
(x, t) =

B2v

Bx2
(x, t) 0 ă x ă 1, t ą 0 , (14.12a)

v(0, t) = 0 , v(1, t) = 0 t ą 0 , (14.12b)
u(x, 0) = ´xu0 0 ă x ă 1 , (14.12c)

Because of the boundary condition (14.12b), the solution v can be expressed as

v(x, t) =
8
ÿ

n=1

An(t) sin(nπx) ,

where An satisfies the ODE
A 1

n(t) + n2π2An(t) = 0

as well as the initial condition

An(0) = ´2u0

ż 1

0

x sin(nπx) dx = ´2u0

[
x ¨

cos(nπx)
´nπ

ˇ

ˇ

ˇ

x=1

x=0
+

ż 1

0

cosnπx
nπ

dx
]
=

2u0(´1)n

nπ
.
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Therefore,
An(t) =

2u0(´1)n

nπ
e´n2π2t

so that
v(x, t) =

2u0

π

8
ÿ

n=1

(´1)n

n
e´n2π2t sinnπx .

Therefore, the solution of (14.8) is given by

u(x, t) = xu0 +
2u0

π

8
ÿ

n=1

(´1)n

n
e´n2π2t sinnπx . (14.13)

Question: Are solutions to (14.8) provided by (14.11) and (14.13) the same? In other
words, is there a unique solution to (14.8)?
Answer: The two expressions of solutions to (14.8) represent the unique solution of (14.8).
In fact, if u1 and u2 are two solutions to (14.8), then v = u1 ´ u2 satisfies

Bv

Bt
(x, t) =

B2v

Bx2
(x, t) 0 ă x ă 1, t ą 0 , (14.14a)

v(0, t) = 0 , v(1, t) = 0 t ą 0 , (14.14b)
v(x, 0) = 0 0 ă x ă 1 . (14.14c)

Integrating 1

2

B

Bt
v(x, t)2 on [0, 1], using (14.14a) we obtain that

ż 1

0

1

2

B

Bt
v(x, t)2 dx =

ż 1

0

v(x, t)vt(x, t) dx =

ż 1

0

v(x, t)vxx(x, t) dx @ t ą 0 .

Integrating by parts, we find that
ż 1

0

1

2

B

Bt
v(x, t)2 dx = v(x, t)vx(x, t)

ˇ

ˇ

ˇ

x=1

x=0
´

ż 1

0

vx(x, t)
2 dx @ t ą 0 ,

and the boundary condition (14.14b) further shows that

1

2

ż 1

0

B

Bt
v(x, t)2 dx = ´

ż 1

0

v(x, t)2 dx .

Assuming that the time derivative can be pulled out of the integral, we obtain that
1

2

B

Bt

ż 1

0

v(x, t)2 dx = ´

ż 1

0

v(x, t)2 dx ď 0 ;

thus the function f(t) =
ż 1

0
v(x, t)2 dt is a non-negative decreasing function. Since the

initial condition (14.14c) implies that f(0) = 0, we conclude that f(t) = 0 for all t ą 0; thus
v(x, t) = 0 for all x P [0, 1] and t ą 0.
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14.3 Fourier Transform
14.3.1 The Fourier transform, and the Fourier inversion formula

In this section, we extend the study of the Fourier series. Recall that if f : (´p, p) Ñ R is
a “good” function, then

f(x) =
c0
2
+

8
ÿ

n=1

(
cn cos nπx

p
+ sn sin nπx

p

)
,

where the Fourier coefficient of f is given by

cn =
1

p

ż p

´p

f(y) cos nπy
p

dy @n P N Y t0u and sn =
1

p

ż p

´p

f(y) sin nπy

p
dy @n P N .

Using the Euler identity eiθ = cos θ + i sin θ,

f(x) =
c0
2
+

8
ÿ

n=1

[cn
2

(
exp

( inπx
p

)
+ exp

(
´
inπx

p

))
+

sn
2i

(
exp

( inπx
p

)
´ exp

(
´
inπx

p

))]
=

1

2

[
c0 +

8
ÿ

n=1

(
(cn ´ isn) exp

( inπx
p

)
+ (cn + isn) exp

(
´
inπx

p

))]
=

1

2

[
c0 +

8
ÿ

n=1

(cn ´ isn) exp
( inπx

p

)
+

´1
ÿ

n=´8

(c´n + is´n) exp
( inπx

p

)]
=

1

2p

ż p

´p

f(y) dy +
8
ÿ

n=1

( 1

2p

ż p

´p

f(y)e´
inπy

p dy
)
e

inπx
p +

´1
ÿ

n=´8

( 1

2p

ż p

´p

f(y)e´
inπy

p dy
)
e

inπy
p

]
=

1

2p

8
ÿ

n=´8

ż p

´p

f(y)e
inπ(x´y)

p dy .

Suppose that p " 1 and p P N. Making use of the Riemann sum to approximate the integral
(by partition [´pπ, pπ] into 2p2 intervals), we find that

f(x) =
1

2p

8
ÿ

n=´8

ż p

´p

f(y)e
inπ(x´y)

p dy «
1

2p

p2´1
ÿ

n=´p2

ż p

´p

f(y) exp
[
i
nπ

p
(x ´ y)

]
dy

=
1

2π

ż p

´p

( p2´1
ÿ

n=´p2

f(y) exp
[
i
nπ

p
(x ´ y)

]π
p

)
dy

«
1

2π

ż p

´p

( ż pπ

´pπ

f(y)eiξ(x´y) dξ
)
dy =

1

2π

ż pπ

´pπ

( ż p

´p

f(y)eiξ(x´y) dy
)
dξ

«
1

2π

ż 8

´8

( ż 8

´8

f(y)e´iξydy
)
eiξxdξ . (14.15)
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This motivates the following

Definition 14.4. Let f : R Ñ R be an integrable function; that is,
ż 8

´8

ˇ

ˇf(x)
ˇ

ˇ dx ă 8.

1. The Fourier transform of f , denoted by pf or F [f ], is the function

pf(ξ) = F [f ](ξ) ”

ż 8

´8

f(x)e´ixξ dx .

Sometimes we will also write Fx[f(x)](ξ) to denote the Fourier transform of f , where
the sub-index x in Fx means the variable to be integrated.

2. The inverse Fourier transform of f , denoted by qf or F ´1[f ], is the function

qf(ξ) = F ´1[f ](ξ) ”
1

2π

ż 8

´8

f(x)eixξ dx .

Theorem 14.5 (Fourier Inversion Formula). Let f : R Ñ C be an integrable function such
that pf is also integrable. Then

p

qf(x) =
q

pf(x) = f(x) wheneven f is continuous at x.

Remark 14.6. Under the assumptions of Theorem 14.5, if in addition f is real-valued, then
if f is continuous at x,

f(x) =
1

2π

ż 8

´8

( ż 8

´8

f(y)e´iyξ dy
)
eixξ dξ =

1

2π

ż 8

´8

( ż 8

´8

f(y)eiξ(x´y) dy
)
dξ

=
1

2π

ż 8

´8

( ż 8

´8

f(y) cos ξ(x ´ y) dy
)
dξ

=
1

π

ż 8

0

( ż 8

´8

f(y)
(

cos ξx cos ξy + sin ξx sin ξy
)
dy

)
dξ

=
1

π

ż 8

0

[( ż 8

´8

f(y) cos ξy dy
)

cos ξx+
( ż 8

´8

f(y) sin ξy dy
)

sin ξx
]
dξ .

The integral

1

π

ż 8

0

[( ż 8

´8

f(y) cos ξy dy
)

cos ξx+
( ż 8

´8

f(y) sin ξy dy
)

sin ξx
]
dξ

is called the Fourier integral of function f , and the Fourier inversion formula says that under
suitable conditions the Fourier integral of f is identical to f .



§14.3 Fourier Transform 93

We also note that if in addition f is even, then

f(x) =
1

π

ż 8

0

( ż 8

´8

f(y) cos ξx cos ξy dy
)
dξ =

2

π

ż 8

0

( ż 8

0

f(y) cos ξx cos ξy dy
)
dξ .

Similarly,

f(x) =
1

π

ż 8

0

( ż 8

´8

f(y) cos ξx cos ξy dy
)
dξ =

2

π

ż 8

0

( ż 8

0

f(y) cos ξx cos ξy dy
)
dξ

whenever f is odd (and satisfies the assumption in Theorem 14.5).

Now suppose that f : (0,8) Ñ R be integrable; that is,
ż 8

0

ˇ

ˇf(x)
ˇ

ˇ dx ă 8. Let F be the
even extension of f ; that is, F (x) = f(|x|) for all x P R. Then F is integrable on R. Then

pF (ξ) =

ż 8

´8

F (x)eixξ dx =

ż 8

´8

F (x) cos(xξ) dx = 2

ż 8

0

f(x) cos(xξ) dx

since the imaginary part is an odd function. Moreover, the identity above also shows that pF

is an even function. Therefore, if pF is also integrable, the Fourier Inversion Formula implies
that

f(x) =
1

2π

ż 8

´8

pF (ξ)eixξ dξ =
1

2π

ż 8

´8

pF (ξ) cos(xξ) dξ

=
2

π

ż 8

0

( ż 8

0

f(y) cos(yξ) dy
)

cos(xξ) dξ

whenever f is continuous at x.
On the other hand, we can consider the odd extension of f . Similar to the discussion

above, under the condition that f is integrable (on (0,8)) and the Fourier transform of the
odd extension of f is integrable, then

f(x) =
2

π

ż 8

0

( ż 8

0

f(y) sin(yξ) dy
)

sin(xξ) dξ whenever f is continuous at x.

The discussion above motivates the following

Definition 14.7. Let f : (0,8) Ñ R be an integrable function; that is,
ż 8

0

ˇ

ˇf(x)
ˇ

ˇ dx ă 8.

1. The Fourier cosine transform, denoted by Fcos[f ], is the function

Fcos[f ](ξ) =

ż 8

0

f(x) cos(xξ) dx .
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2. The inverse Fourier cosine transform, denoted by F ´1
cos [f ], is the function

F ´1
cos [f ](ξ) =

2

π

ż 8

0

f(x) cos(xξ) dx .

3. The Fourier sine transform, denoted by Fsin[f ], is the function

Fsin[f ](ξ) =

ż 8

0

f(x) sin(xξ) dx .

4. The inverse Fourier sine transform, denoted by F ´1
sin [f ], is the function

F ´1
sin [f ](ξ) =

2

π

ż 8

0

f(x) sin(xξ) dx .

Theorem 14.8. Let f : (0,8) Ñ R be an integrable function.

1. If Fcos[f ] is also integrable, then

Fcos
[
F ´1

cos
]
(x) = F ´1

cos
[
Fcos

]
(x) = f(x) wheneven f is continuous at x.

2. If Fsin[f ] is also integrable, then

Fsin
[
F ´1

sin
]
(x) = F ´1

sin
[
Fsin

]
(x) = f(x) wheneven f is continuous at x.

Remark 14.9. The integrals
2

π

ż 8

0

( ż 8

0
f(y) cos(yξ) dy

)
cos(xξ) dξ

and
2

π

ż 8

0

( ż 8

0
f(y) sin(yξ) dy

)
sin(xξ) dξ

are called the Fourier cosine integral and the Fourier sine integral of function f , respectively.
Therefore, Theorem 14.8 says that under suitable conditions the Fourier cosine and sine
integrals of f are identical to f .

Example 14.10. Let g(x) = exp
(

´
x2

2σ2

)
. Then

pg(ξ) =

ż 8

´8

e´x2/2σ2

e´ixξ dx =

ż 8

´8

exp
(

´
(x+ iσ2ξ)2

2σ2
´

σ2ξ2

2

)
dx

= exp
(

´
σ2ξ2

2

) ż 8

´8

exp
(

´
(x+ iσ2ξ)2

2σ2

)
dx

= e´σ2ξ2/2

ż 8

´8

e´
y2

2σ2 dy =
?
2πσ2e´σ2ξ2/2 .
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Next we compute the inverse Fourier transform of pg. Since we have obtained that

Fx

[
exp

(
´

x2

2σ2

)]
(ξ) =

?
2πσ2 exp

(
´

σ2ξ2

2

)
(14.16)

and note that pg(ξ) =
?
2πσ2 exp

(
´

ξ2

2(1/σ)2

)
, by the fact that qf(ξ) = pf(´ξ) we find that

q

pg(x) =
1

2π
p

pg(´x) =
1

2π

?
2πσ2

c

2π
1

σ2
exp

(
´

1
σ2 (´x)2

2

)
= exp

(
´

x2

2σ2

)
;

thus we establish that qpg(x) = g(x).

Example 14.11. Let f : [0,8) Ñ R be defined by f(x) = e´cx for some c ą 0. Then using
the formula

ż

eax sin(bx) dx =
eax

[
a sin(bx) ´ b cos(bx)

]
a2 + b2

+ C ,

ż

eax cos(bx) dx =
eax

[
a cos(bx) + b sin(bx)

]
a2 + b2

+ C ,

we find that

Fsin[f ](ξ) =

ż 8

0

e´cx sin(xξ) dx =
e´cx

[
´ c sin(xξ) ´ ξ cos(xξ)

]
c2 + ξ2

ˇ

ˇ

ˇ

x=8

x=0
=

ξ

c2 + ξ2
,

Fcos[f ](ξ) =

ż 8

0

e´cx cos(xξ) dx =
e´cx

[
´ c cos(xξ) + ξ sin(xξ)

]
c2 + ξ2

ˇ

ˇ

ˇ

x=8

x=0
=

c

c2 + ξ2
.

14.3.2 Properties of Fourier Transform

1. Suppose that f is continuous and integrable on R such that f 1 is piecewise continuous
on every finite interval. If lim

|x|Ñ8
f(x) = 0, then integration by parts implies that

F [f 1](ξ) =

ż 8

´8

f 1(x)e´ixξ dξ = f(x)e´ixξ
ˇ

ˇ

ˇ

x=8

x=´8
´

ż 8

´8

f(x)
B

Bx
e´ixξ dx

= iξ

ż 8

´8

f(x)eixξ dx = iξ pf(ξ)

which shows
F [f 1](ξ) = iξ pf(ξ) . (14.17)

If in addition f 1 is continuous and integrable such that f 11 is also piecewise continuous
on every finite interval and lim

|x|Ñ8
f 1(x) = 0, we have

F [f 11](ξ) = ´ξ2 pf(ξ) . (14.18)
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2. Suppose that f is continuous and integrable on [0,8) such that f 1 is piecewise con-
tinuous on every finite interval. If lim

xÑ8
f(x) = 0, then integrating by parts implies

that

Fsin[f
1](ξ) =

ż 8

0

f 1(x) sin(xξ) dx = f(x) sin(xξ)
ˇ

ˇ

ˇ

x=8

x=0
´

ż 8

0

f(x)
B

Bx
sin(xξ) dx

= ´ξFcos[f ](ξ) .

Similarly, Fcos[f
1](ξ) = ξFsin[f ](ξ) ´ f(0).

If in addition f 1 is continuous and integrable such that f 11 is also piecewise continuous
on every finite interval and lim

xÑ8
f 1(x) = 0, then

Fsin[f
11](ξ) = ´ξFcos[f

1](ξ) = ´ξ2Fsin[f ](ξ) + ξf(0)

so we obtain that
Fsin[f

11](ξ) = ´ξ2Fsin[f ](ξ) + ξf(0) . (14.19)

Similarly, under the same assumption

Fcos[f
11](ξ) = ´ξ2Fcos[f ](ξ) ´ f 1(0) . (14.20)

14.3.3 Solving PDE using the Fourier transform

The Fourier transform can be used to study the heat equation and the wave equation when
the spatial domain of interests is R, while the Fourier cosine or sine transform can be used
when the spatial domain of interests is (0,8). In particular, if considering PDEs on (0,8)

with Dirichlet boundary condition at x = 0, the Fourier sine transform can be used, and we
use the Fourier cosine transform when a Neumann boundary condition at x = 0 is imposed.

Example 14.12. Solve the heat equation

Bu

Bt
(x, t) = α2B2u

Bx2
(x, t) ´ 8 ă x ă 8, t ą 0 , (14.21a)

lim
|x|Ñ8

u (x, t) = 0 t ą 0 , (14.21b)

u(x, 0) = f(x) ´ 8 ă x ă 8 . (14.21c)

Let U(ξ, t) = F [u(¨, t)](ξ), and assume that solution u satisfies

F
[
ut(¨, t)

]
(ξ) =

ż 8

´8

Bu

Bt
(x, t)e´ixξ dx =

B

Bt

ż 8

´8

u(x, t)e´ixξ dx =
BU

Bt
(ξ, t) .
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Then (14.21a) and (14.18) imply that U satisfies

Ut(ξ, t) + α2ξ2U(ξ, t) = 0 . (14.22)

Moreover, the initial condition (14.21c) implies that

U(ξ, 0) = F [f ](ξ) ” pf(ξ) . (14.23)

Solving the ODE (14.22) subject to the initial condition (14.23), we find that

U(ξ, t) = e´α2ξ2t
pf(ξ) .

Therefore,

u(x, t) = F ´1
[
U(¨, t)

[
(x) =

1

2π

ż 8

´8

e´α2ξ2t
pf(ξ)eixξ dξ

=
1

2π

ż 8

´8

e´α2ξ2t
( ż 8

´8

f(y)e´iyξ dy
)
eixξ dξ =

1

2π

ż 8

´8

( ż 8

´8

e´α2ξ2tf(y)e´i(x´y)ξ dy
)
dξ

and the Fubini Theorem (that we assume that we can apply) further shows that

u(x, t) =
1

2π

ż 8

´8

( ż 8

´8

e´α2ξ2tf(x ´ z)e´izξ dξ
)
dz

=
1

2π

ż 8

´8

f(x ´ z)Fξ

[
e´α2ξ2t

]
(z) dz =

1

2π

c

2π
1

2α2t

ż 8

´8

f(x ´ z) exp
(

´
z2

4α2t

)
dz

=
1

?
4πα2t

ż 8

´8

f(x ´ z) exp
(

´
z2

2α2t

)
dz =

1
?
4πα2t

ż 8

´8

f(y) exp
(

´
|x ´ y|2

4α2t

)
dy .

In particular, if f is the function

f(x) =

"

u0 if |x| ă 1 ,

0 if |x| ě 1 ,

where u0 is a constant, then

u(x, t) =
u0

?
4πα2t

ż 1

´1

exp
(

´
|x ´ y|2

4α2t

)
dy

The substitution of variable s =
x ´ y

2α
?
t

(here we assume that α ą 0) shows that

u(x, t) =
u0

?
4πα2t

ż x´1
2α

?
t

x+1
2α

?
t

e´s2 2α
?
t(´ds) =

u0
?
π

ż x+1
2α

?
t

x´1
2α

?
t

e´s2 ds

=
u0

2

[
erf

(x+ 1

2α
?
t

)
´ erf

(x ´ 1

2α
?
t

)]
.
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Remark 14.13. Let H(x, t) =
1

?
4πα2t

exp
(

´
x2

4α2t

)
, and define the convolution of two

functions g and h by

(g ˙ h)(x) =

ż 8

´8

g(y)h(x ´ y) dy =

ż 8

´8

g(x ´ y)h(y) dy .

Then the solution u to (14.21) can be written as

u(x, t) = (H(¨, t) ˙ f)(x) ” (H ˙ f)(x, t) =

ż 8

´8

f(y)H(x ´ y, t) dy .

The function H is called the heat kernel.

Example 14.14. Consider the Laplace equation
B2u

Bx2
(x, y) +

B2u

By2
(x, y) = 0 0 ă x ă π , y ą 0 , (14.24a)

u(0, y) = 0 , u(π, y) = e´y y ą 0 , (14.24b)
Bu

By
(x, 0) = 0 0 ă x ă π . (14.24c)

Let U(x, ξ) = Fcos[u(x, ¨)](ξ) =
ż 8

0
u(x, y) cos(yξ) dy. Assume that

ż 8

0

B2u

Bx2
(x, y) cos(yξ) dy =

B2

Bx2

ż 8

0

u(x, y) cos(yξ) dy =
B2U

Bx2
(x, ξ) .

Using (14.20), we conclude from (14.24a) and (14.24c) that U = U(x, ξ) satisfies that
B2U

Bx2
(x, ξ) ´ ξ2U(x, ξ) = 0 0 ă x ă π , ξ ą 0 ;

thus
U(x, ξ) = C1(ξ) cosh(xξ) + C2(ξ) sinh(xξ) .

Moreover, (14.24b) implies that

U(0, ξ) = 0 and U(π, ξ) =
1

1 + ξ2
,

where we have used Example 14.11 to conclude the second equality. Therefore,

C1(ξ) = 0 and C1(ξ) cosh(πξ) + C2(ξ) sinh(πξ) = 1

1 + ξ2

which shows that
U(x, ξ) =

sinh(xξ)
(1 + ξ2) sinh(πξ) .

Therefore,

u(x, y) =
2

π

ż 8

0

U(x, ξ) cos(yξ) dξ =
2

π

ż 8

0

sinh(xξ) cos(yξ)
(1 + ξ2) sinh(πξ) dξ .
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