
A Concise Lecture Note on Fourier Analysis

1 Review on Analysis/Advanced Calculus
1.1 Pointwise and Uniform Convergence（逐點收斂與均勻收斂）

Definition 1.1. Let I Ď R be an interval, and fk, f : I Ñ R be functions for k = 1, 2, ¨ ¨ ¨ . The
sequence of functions tfku8

k=1 is said to converge pointwise if
␣

fk(a)
(8

k=1
converges for all a P I.

In other words, tfku8
k=1 converges pointwise if there exists a function f : I Ñ R such that

lim
kÑ8

ˇ

ˇfk(x) ´ f(x)
ˇ

ˇ = 0 @x P I.

In this case, tfku8
k=1 is said to converge pointwise to f and is denoted by fk Ñ f p.w..

The sequence of functions tfku8
k=1 is said to converge uniformly on I if there exists f : I Ñ R

such that
lim
kÑ8

sup
xPI

ˇ

ˇfk(x) ´ f(x)
ˇ

ˇ = 0 .

In this case, tfku8
k=1 is said to converge uniformly to f on I. In other words, tfku8

k=1 converges
uniformly to f on I if for every ε ą 0, DN ą 0 such that

ˇ

ˇfk(x) ´ f(x)
ˇ

ˇ ă ε @ k ě N and x P I .

Proposition 1.2. Let I Ď R be an interval, and fk, f : I Ñ R be functions for k = 1, 2, ¨ ¨ ¨ . If
tfku8

k=1 converges uniformly to f on I, then tfku8
k=1 converges pointwise to I.

Proposition 1.3 (Cauchy criterion for uniform convergence). Let I Ď R be an interval, and fk :

I Ñ R be a sequence of functions. Then tfku8
k=1 converges uniformly (to some function f) on I if

and only if for every ε ą 0, DN ą 0 such that
ˇ

ˇfk(x) ´ fℓ(x)
ˇ

ˇ ă ε @ k, ℓ ě N and x P I .

Theorem 1.4. Let I Ď R be an interval, and fk : I Ñ R be a sequence of continuous functions
converging to f : I Ñ R uniformly on I. Then f is continuous on I; that is,

lim
xÑa

f(x) = lim
xÑa

lim
kÑ8

fk(x) = lim
kÑ8

lim
xÑa

fk(x) = f(a) .

Theorem 1.5. Let I Ď R be a finite interval, fk : I Ñ R be a sequence of differentiable functions,
and g : I Ñ R be a function. Suppose that

␣

fk(a)
(8

k=1
converges for some a P I, and tf 1

ku8
k=1 converges

uniformly to g on I. Then

1. tfku8
k=1 converges uniformly to some function f on I.

2. The limit function f is differentiable on I, and f 1(x) = g(x) for all x P I; that is,

lim
kÑ8

f 1
k(x) = lim

kÑ8

d

dx
fk(x) =

d

dx
lim
kÑ8

fk(x) = f 1(x) .



Theorem 1.6. Let fk : [a, b] Ñ R be a sequence of Riemann integrable functions which converges
uniformly to f on [a, b]. Then f is Riemann integrable, and

lim
kÑ8

ż b

a

fk(x)dx =

ż b

a

lim
kÑ8

fk(x)dx =

ż b

a

f(x)dx . (1.1)

Definition 1.7. Let I Ď R be an interval. The collection of bounded continuous real-valued functions
defined on I is denoted by Cb(I;R). The sup-norm of Cb(I;R), denoted by } ¨ }8, is defined by

}f}8 = sup
xPI

ˇ

ˇf(x)
ˇ

ˇ @ f P Cb(I;R) .

If I = [a, b] Ď R is a closed interval (so that every continuous function on I is bounded), we simply
use C ([a, b];R) to denote Cb([a, b];R).

Having the definition above, we can rephrase Proposition 1.3 and Theorem 1.4 as follows.

Theorem 1.8. Let I Ď R be an interval. Then
(
Cb(I;R), } ¨ }8) is a complete norm space; that is,

every Cauchy sequence in
(
Cb(I;R), } ¨ }8) converges uniformly (to some limit) in Cb(I;R).

1.2 Series of Functions and The Weierstrass M-Test

Definition 1.9. Let I Ď R be an interval, and gk : I Ñ R (or C) be a sequence of functions. We
say that the series

8
ř

k=1

gk converges pointwise if the sequence of partitial sum tsnu8
n=1 given by

sn =
n
ÿ

k=1

gk

converges pointwise. We say that
8
ř

k=1

gk converges uniformly on I if tsnu8
n=1 converges uniformly on

I.

The following two corollaries are direct consequences of Proposition 1.3 and Theorem 1.4.

Corollary 1.10. Let I Ď R be an interval, and gk : I Ñ R be functions. Then
8
ř

k=1

gk converges
uniformly on I if and only if

@ ε ą 0, DN ą 0 Q

ˇ

ˇ

ˇ

n
ÿ

k=m+1

gk(x)
ˇ

ˇ

ˇ
ă ε @n ą m ě N and x P A .

Corollary 1.11. Let I Ď R be an interval, and gk, g : I Ñ R be functions. If gk : I Ñ R are
continuous and

8
ř

k=1

gk(x) converges to g uniformly on I, then g is continuous.

Theorem 1.12 (Weierstrass M -test). Let I Ď R be an interval, and gk : I Ñ R be a sequence of
functions. Suppose that DMk ą 0 such that sup

xPI
|gk(x)| ď Mk for all k P N and

8
ř

k=1

Mk converges.

Then
8
ř

k=1

gk and
8
ř

k=1

|gk| both converge uniformly on I.



Corollary 1.13. Let I Ď R be an interval, and gk : I Ñ R be a sequence of continuous functions.
Suppose that DMk ą 0 such that sup

xPI
|gk(x)| ď Mk for all k P N and

8
ř

k=1

Mk converges. Then
8
ř

k=1

gk

is continuous on I.

The following two theorems are direct consequences of Theorem 1.5 and 1.6.

Theorem 1.14. Let gk : [a, b] Ñ R be a sequence of Riemann integrable functions. If
8
ř

k=1

gk converges

uniformly on [a, b], then
ż b

a

8
ÿ

k=1

gk(x)dx =
8
ÿ

k=1

ż b

a

gk(x)dx .

Theorem 1.15. Let gk : (a, b) Ñ R be a sequence of differentiable functions. Suppose that
8
ř

k=1

gk(c)

converges for some c P (a, b), and
8
ř

k=1

g1
k converges uniformly on (a, b). Then
8
ÿ

k=1

g1
k(x) =

d

dx

8
ÿ

k=1

gk(x) .

1.3 Analytic functions and the Stone-Weierstrass theorem

Theorem 1.16. Let f : (a, b) Ñ R be an infinitely differentiable functions; that is, f (k)(x) exists for
all k P N and x P (a, b). Let c P (a, b) and suppose that for some 0 ă h ă 8,

ˇ

ˇf (k)(x)
ˇ

ˇ ď M for all
x P (c ´ h, c+ h) Ď (a, b). Then

f(x) =
8
ÿ

k=0

f (k)(c)

k!
(x ´ c)k @x P (c ´ h, c+ h) .

Moreover, the convergence is uniform.

Proof. First, we claim that

f(x) =
n
ÿ

k=0

f (k)(c)

k!
(x ´ c)k + (´1)n

ż x

c

(y ´ x)n

n!
f (n+1)(y)dy @x P (a, b) . (1.2)

By the fundamental theorem or Calculus it is clear that (1.2) holds for n = 0. Suppose that (1.2)
holds for n = m. Then

f(x) =
m
ÿ

k=0

f (k)(c)

k!
(x ´ c)k + (´1)m

[(y ´ x)m+1

(m+ 1)!
f (m+1)(y)

ˇ

ˇ

ˇ

y=x

y=c
´

ż x

c

(y ´ x)m+1

(m+ 1)!
f (m+2)(y)dy

]
=

m+1
ÿ

k=0

f (k)(c)

k!
(x ´ c)k + (´1)m+1

ż x

c

(y ´ x)m+1

(m+ 1)!
f (m+2)(y)dy

which implies that (1.2) also holds for n = m+ 1. By induction (1.2) holds for all n P N.

Letting sn(x) =
n
ř

k=0

f (k)(c)

k!
(x ´ c)k, then if x P (c ´ h, c+ h),

ˇ

ˇsn(x) ´ f(x)
ˇ

ˇ ď

ˇ

ˇ

ˇ

ż x

c

hn

n!
Mdy

ˇ

ˇ

ˇ
ď
hn+1

n!
M .

Let ε ą 0 be given. Since lim
nÑ8

hn+1

n!
M = 0, DN ą 0 such that

ˇ

ˇ

ˇ

hn+1

n!

ˇ

ˇ

ˇ
M ă ε if n ě N . As a

consequence, if n ě N ,
ˇ

ˇsn(x) ´ f(x)
ˇ

ˇ ă ε whenever n ě N . ˝



Definition 1.17. Let I Ď R be an interval. A function f : I Ñ R is said to be real analytic at
a P int(I) if f(x) =

8
ř

k=0

f (k)(a)

k!
(x ´ a)k in a neighborhood of a.

Theorem 1.18 (Weierstrass). For every given f P C ([0, 1];R) there exists a sequence of polynomials
tpnu8

n=1 such that tpnu8
n=1 converges uniformly to f on [0, 1]. In other words, the collection of all

polynomials is dense in the space
(
C ([0, 1];R), } ¨ }8

)
.

Proof. Let rk(x) = Cn
k x

k(1 ´ x)n´k. By looking at the partial derivatives with respect to x of the
identity (x+ y)n =

n
ř

k=0

Cn
k x

kyn´k, we find that

1.
n
ř

k=0

rk(x) = 1; 2.
n
ř

k=0

krk(x) = nx; 3.
n
ř

k=0

k(k ´ 1)rk(x) = n(n ´ 1)x2.

As a consequence,
n
ÿ

k=0

(k ´ nx)2rk(x) =
n
ÿ

k=0

[
k(k ´ 1) + (1 ´ 2nx)k + n2x2

]
rk(x) = nx(1 ´ x) .

Let ε ą 0 be given. Since f : [0, 1] Ñ R is continuous on a compact set [0, 1], f is uniformly
continuous on [0, 1]; thus

D δ ą 0 Q
ˇ

ˇf(x) ´ f(y)
ˇ

ˇ ă
ε

2
if |x ´ y| ă δ, x, y P [0, 1] .

Consider the Bernstein polynomial pn(x) =
8
ř

k=0

f
(k
n

)
rk(x). Note that

ˇ

ˇf(x) ´ pn(x)
ˇ

ˇ =
ˇ

ˇ

ˇ

n
ÿ

k=0

(
f(x) ´ f

(k
n

))
rk(x)

ˇ

ˇ

ˇ
ď

n
ÿ

k=0

ˇ

ˇ

ˇ
f(x) ´ f

(k
n

)ˇ
ˇ

ˇ
rk(x)

ď

(
ÿ

|k´nx|ăδn

+
ÿ

|k´nx|ěδn

)ˇ
ˇ

ˇ
f(x) ´ f

(k
n

)ˇ
ˇ

ˇ
rk(x)

ă
ε

2
+ 2}f}8

ÿ

|k´nx|ěδn

(k ´ nx)2

(k ´ nx)2
rk(x)

ď
ε

2
+

2}f}8

n2δ2

n
ÿ

k=0

(k ´ nx)2rk(x) ď
ε

2
+

2}f}8

nδ2
x(1 ´ x) ď

ε

2
+

}f}8

2nδ2
.

Choose N large enough such that }f}8

2Nδ2
ă

ε

2
. Then for all n ě N ,

}f ´ pn}8 = sup
xP[0,1]

ˇ

ˇf(x) ´ pn(x)
ˇ

ˇ ă ε . ˝

Remark 1.19. A polynomial of the form pn(x) =
n
ř

k=0

βkrk(x) is called a Bernstein polynomial
of degree n, and the coefficients βk are called Bernstein coefficients.

Corollary 1.20. The collection of polynomials on [a, b] is dense in
(
C ([a, b];R), } ¨ }8

)
; that is,

for every f P C ([a, b];R) there exists a sequence of polynomials tpku8
k=1 such that tpku8

k=1 converges
uniformly to f on [a, b].

Proof. We note that g P C ([a, b];R) if and only if f(x) = g
(
x(b ´ a) + a

)
P C ([0, 1];R); thus

ˇ

ˇf(x) ´ p(x)
ˇ

ˇ ă ε @x P [0, 1] ô

ˇ

ˇ

ˇ
g(x) ´ p(

x ´ a

b ´ a

)ˇ
ˇ

ˇ
ă ε @x P [a, b] . ˝



1.4 Trigonometric polynomials and the space of 2π-periodic continuous
functions

In this section, we focus on the approximations of a special class of functions, the collection of
2π-periodic continuous function. Let C (T) denote the collection of 2π-periodic continuous function
(defined on R):

C (T) =
␣

f P C (R;R)
ˇ

ˇ f(x+ 2π) = f(x) @x P R
(

.

The sup-norm on C (T) is denoted by } ¨ }L8(T); that is, }f}L8(T) ” sup
xPR

|f(x)| if f P C (T).
We note that C (T) can be treated as the collection of continuous functions defined on the unit

circle S1 in the sense that every f P C (T) corresponds to a unique F P C (S1;R) such that

f(x) = F (cosx, sinx) @x P R (1.3)

and vice versa.

Definition 1.21. A family of functions
␣

φn P C (T)
ˇ

ˇn P N
(

is said to be an approximation of
the identity if

(1) φn(x) ě 0 ;

(2)
ż

T
φn(x) dx = 1 for every n P N , here we identify T with the interval [´π, π];

(3) lim
nÑ8

ż

δď|x|ďπ

φn(x) dx = 0 for every δ ą 0.

Definition 1.22 (Convolutions on T). The convolution of two (continuous) function f, g : T Ñ R is
the function f ‹ g : T Ñ C defined by the integral

(f ‹ g)(x) =

ż

T
f(x ´ y)g(y) dy .

Theorem 1.23. If tφnu8
n=1 is an approximation of the identity and f P C (T), then φn ‹ f converges

uniformly to f as n Ñ 8.

Proof. Without loss of generality, we may assume that f ı 0. By the definition of the convolution,
ˇ

ˇ(φn ‹ f)(x) ´ f(x)
ˇ

ˇ =

ż

T
φn(x ´ y)f(y) dy ´ f(x)

=

ż

T
φn(x ´ y)

(
f(x) ´ f(y)

)
dy ,

where we use (2) of Definition 1.21 to obtain the last equality. Now given ε ą 0. Since f P C (T),
there exists δ ą 0 such that |f(x) ´ f(y)| ă

ε

2
whenever |x ´ y| ă δ. Therefore,

|(φn ‹ f)(x) ´ f(x)|

ď

ż

|x´y|ăδ

φn(x ´ y)
ˇ

ˇf(x) ´ f(y)
ˇ

ˇdy +

ż

δď|x´y|

φn(x ´ y)
ˇ

ˇf(x) ´ f(y)
ˇ

ˇdy

ď
ε

2

ż

T
φn(x ´ y) dy + 2max

T
|f |

ż

δď|z|ďπ

φn(z) dz .



By (3) of Definition 1.21, there exists N ą 0 such that if n ě N ,
ż

δď|z|ďπ

φn(z) dx ă
ε

4maxT |f |
.

Therefore, for n ě N ,
ˇ

ˇ(φn ‹ f)(x) ´ f(x)
ˇ

ˇ ă ε for all x P T. ˝

Definition 1.24. A trigonometric polynomial p(x) of degree n is a finite sum of the form

p(x) =
c0
2
+

n
ÿ

k=1

(ck cos kx+ sk sin kx) x P R .

The collection of all trigonometric polynomial of degree n is denoted by Pn(T), and the collection
of all trigonometric polynomials is denoted by P(T); that is, P(T) =

8
Ť

n=0

Pn(T).

On account of the Euler identity eiθ = cos θ + i sin θ, a trigonometric polynomial of degree n can
also be written as

p(x) =
n
ÿ

k=´n

ake
ikx with ak =

c|k| ´ is|k|

2
,

where s0 is taken to be 0. Therefore, every trigonometric polynomial of degree n is associated to a
unique function of the form

n
ř

k=´n

ake
ikx and vice versa.

Having defined trigonometric polynomials, we can show that every 2π-periodic function can be
approximated by a sequence of trigonometric polynomials in the sense of uniform convergence.

Theorem 1.25. The collection of all trigonometric polynomials P(T) is dense in C (T) with respect
to the sup-norm; that is, for every f P C (T) there exists a sequence tpnu8

n=1 Ď P(T) such that
tpnu8

n=1 converges uniformly to f on T.

Proof. Let φn(x) = cn(1+cosx)n, where cn is chosen so that
ż

T
φn(x) dx = 1. By the residue theorem,

ż

T
(1 + cosx)ndx =

¿

S1

(
1 +

z2 + 1

2z

)ndz
iz

=
1

i2n

¿

S1

(z + 1)2n

zn+1
dz =

π

2n´1

(
2n

n

)
;

thus cn =
2n´1

π

(n!)2

(2n)!
.

Now tφnu8
n=1 is clearly non-negative and satisfies (2) of Definition 1.21 for all n P N. Let δ ą 0

be given.
ż

δď|x|ďπ

φn(x) dx ď

ż

δď|x|ďπ

cn(1 + cos δ)ndx ď 22n
(1 + cos δ

2

)n (n!)2

(2n)!
.

By Stirling’s formula lim
nÑ8

n!
?
2πnnne´n

= 1,

lim
nÑ8

ż

δď|x|ďπ

φn(x) dx ď lim
nÑ8

22n
(1 + cos δ

2

)n
(?

2πnnne´n
)2

a

2π(2n)(2n)2ne´2n

= lim
nÑ8

?
πn

(1 + cos δ
2

)n

= 0 .

So tφnu8
n=1 is an approximation of the identity. By Theorem 1.23, φk ‹ f converges uniformly to f

if f P C (T), while φn ‹ f is a trigonometric function. ˝



Remark 1.26. Theorem 1.25 can also be proved using the abstract version of the Stone-Weierstrass
Theorem and the identification (1.3). See Theorem 7.32 in “Principles of Mathematics Analysis” by
W. Rudin or Theorem 5.8.2 in Elementary Classical Analysis by J. Marsden and M. Hoffman for the
Stone-Weierstrass Theorem.

2 Fourier Series
讓我們回顧一下之前已經有的一些結論。在 §1.3 中我們學到了 Stone-Weierstrass 定理，它告訴我
們定義在 [0, 1] 上的連續函數 f 可以用多項式（例如 Bernstein 多項式）去逼近（在均勻收斂的意
義下），而我們也注意到 Bernstein 多項式，在取不同次數 n 的多項式做逼近時，每一個單項式 xk

前面的係數都跟 n 和 k 有關。但是從定理 1.16 中我們又發現，對某些擁有很好性質的函數 f（叫

做解析函數 Analytic functions），即使取不同次數 n 的多項式做逼近時，每個單項式 xk 前面的係

數可以取成只跟函數 f 的 k 次導數有關（跟 n 無關）。這給了我們一個很粗略的概念，知道想用

多項式去逼近連續函數時，多項式的係數有些時候會跟多項次的次數有關，有時則無關。

在這一章中，我們在前四節特別關注在週期為 2π 的連續函數。由定理 1.25 我們知道這樣的函
數可用形如

pn(x) =
c
(n)
0

2
+

n
ÿ

k=1

(c
(n)
k cos kx+ s

(n)
k sin kx)

的三角多項式 (trigonometric polynomials) 所逼近（在均勻收斂的意義下），其中上標 (n) 代表的

是係數可能與用來逼近的三角多項式的次數 n 有關係。跟前一段所述的經驗類似，在數學理論上

我們想知道下面問題的答案：

1. 什麼樣的函數，可以用係數與逼近次數無關的三角多項式去逼近。對這樣的函數，三角多項
式要怎麼挑？

2. 對於實在沒辦法用係數與逼近次數無關的三角多項式去逼近的連續週期函數，有什麼好的方
法逼近？而上面所挑出來的那個係數跟逼近次數無關的三角多項式，在次數接近無窮大時出

了什麼問題？

上述的問題解決之後，我們用變數變換，也可以得到對於週期為 2L 的函數的相關理論。

另外，由於在進行的過程中，我們發現我們所關心用來逼近連續函數的三角多項式（叫富氏級

數），其係數的定法只要求函數可積分即可，因此，一個自然衍生的問題則是：對不連續（但可積

分）的函數來說，有沒有什麼收斂理論可以說明？這個部份的研究則是第四、五節的主要重點。

在第六節中，我們則提供了一個快速傅利葉變換 (FFT) 的演算法可供電腦去計算富氏級數（的係
數）。

2.1 Basic properties of the Fourier series

Let f P C (T) be given. We first assume that the trigonometric polynomials used to approximate f
can be chosen in such a way that the coefficients does not depend on the degree of approximation;
that is, c(n)k = ck and s(n)k = sk. In this case, if pn Ñ f uniformy on [´π, π], by Theorem 1.6 we must
have

lim
nÑ8

ż π

´π

pn(x) cos kx dx =

ż π

´π

f(x) cos kx dx @ k P t0, 1, ¨ ¨ ¨ , nu



and
lim
nÑ8

ż π

´π

pn(x) sin kx dx =

ż π

´π

f(x) sin kx dx @ k P t1, ¨ ¨ ¨ , nu .

Since
ż π

´π

cos kx cos ℓx dx =

ż π

´π

sin kx sin ℓx dx = πδkℓ @ k, ℓ P N

and
ż π

´π

sin kx cos ℓx dx = 0 @ k P N, ℓ P N Y t0u ,

we find that
ck =

1

π

ż π

´π

f(x) cos kx dx and sk =
1

π

ż π

´π

f(x) sin kx dx . (2.1)

This induces the following

Definition 2.1. For a Riemann integrable function f : [´π, π] Ñ R, the Fourier series repre-
sentation of f , denoted by s(f, ¨), is given by

s(f, x) =
c0
2
+

8
ÿ

k=1

(ck cos kx+ sk sin kx)

whenever the sum makes sense, where sequences tcku8
k=0 and tsku8

k=1 given by (2.1) are called the
Fourier coefficients associated with f . The n-th partial sum of the Fourier series representation
to f , denoted by sn(f, ¨), is given by

sn(f, x) =
c0
2
+

n
ÿ

k=1

(ck cos kx+ sk sin kx) .

We note that for the Fourier series s(f, x) to be defined, f is not necessary continuous. Our goal
is to establish the convergence of Fourier series in various senses.

Remark 2.2. Because of the Euler identity eiθ = cos θ + i sin θ, we can write

ck =
1

2π

ż π

´π

f(y)(eiky + e´iky)dy and sk =
1

2πi

ż π

´π

f(y)(eiky ´ e´iky)dy

thus

sn(f, x) =
c0
2
+

n
ÿ

k=1

(
ck
eikx + e´ikx

2
+ sk

eikx ´ e´ikx

2i

)
=

1

2

[
c0 +

n
ÿ

k=1

(
(ck ´ isk)e

ikx + (ck + isk)e
´ikx

)]
=

1

2

[
c0 +

n
ÿ

k=1

(
(ck ´ isk)e

ikx +
´1
ÿ

k=´n

(c´k + is´k)e
ikx

]
=

1

2

[
c0 +

1

π

n
ÿ

k=1

ż π

´π

f(y)e´ikydyeikxs+
1

π

´1
ÿ

k=´n

ż π

´π

f(y)e´ikydyeikx
]
.



Define pfk =
1

2π

ż π

´π
f(y)e´ikydy. Then

sn(f, x) =
n
ÿ

k=´n

pfke
ikx .

The sequence t pfku8
k=´8 is also called the Fourier coefficients associated with f , and one can write

the Foruier series representation of f as
8
ř

k=´8

pfke
ikx.

Remark 2.3. Given a continuous function g with period 2L, let f(x) = g
(Lx
π

)
. Then f is a

continuous function with period 2π, and the Fourier series representation of f is given by

s(f, x) =
c0
2
+

n
ÿ

k=1

(ck cos kx+ sk sin kx) ,

where ck and sk are given by (2.1). Now, define the Fourier series representation of g by s(g, x) =

s
(
f,

πx

L

)
. Then the Fourier series representation of g is given by

s(g, x) =
c0
2
+

8
ÿ

k=1

(
ck cos kπx

L
+ sk sin kπx

L

)
,

where tcku8
k=0 and tsku8

k=1 is also called the Fourier coefficients associated with g and are given by

ck =
1

π

ż π

´π

f(x) cos kx dx =
1

π

ż π

´π

g
(Lx
π

)
cos kx dx =

1

L

ż L

´L

g(x) cos kπx
L

dx

and similarly, sk =
1

L

ż L

´L
g(x) sin kπx

L
dx.

Example 2.4. Consider the periodic function f : R Ñ R defined by

f(x) =

"

x if 0 ď x ď π ,

´x if ´π ă x ă 0 ,

and f(x+ 2π) = f(x) for all x P R. To find the Fourier representation of f , we compute the Fourier
coefficients by

sk =
1

π

ż π

´π

f(x) sin kx dx =
1

π

( ż π

0

x sin kx dx ´

ż 0

´π

x sin kx dx
)
= 0

and

ck =
1

π

ż π

´π

f(x) cos kx dx =
1

π

( ż π

0

x cos kx dx ´

ż 0

´π

x cos kx dx
)
=

2

π

ż π

0

x cos kx dx .

If k = 0, then c0 =
2

π

ż π

0
x dx = π, while if k P N,

ck =
2

π

(x sin kx
k

ˇ

ˇ

ˇ

π

0
´

ż π

0

sin kx
k

dx
)
=

2

π

cos kx
k2

ˇ

ˇ

ˇ

π

0
=

2((´1)k ´ 1)

πk2
.

Therefore, c2k = 0 and c2k´1 = ´
4

π(2k ´ 1)2
for all k P N. Therefore, the Fourier series representation

of f is given by

s(f, x) =
π

2
´

4

π

8
ÿ

k=1

cos(2k ´ 1)x

(2k ´ 1)2
.



Example 2.5. Consider the periodic function f : R Ñ R defined by

f(x) =

$

&

%

1 if ´
π

2
ď x ď

π

2
,

0 if ´π ď x ă ´
π

2
or π

2
ă x ď π ,

and f(x + 2π) = f(x) for all x P R. We compute the Fourier coefficients of f and find that sk = 0

for all k P N and c0 = 1, as well as

ck =
1

π

ż π
2

´π
2

cos kx dx =
2

π

ż π
2

0

cos kx dx =
2 sin kπ

2

πk
.

Therefore, c2k = 0 and c2k´1 =
2(´1)k+1

π(2k ´ 1)
for all k P N; thus the Fourier series representation of f is

given by

s(f, x) =
1

2
´

2

π

8
ÿ

k=1

(´1)k

2k ´ 1
cos(2k ´ 1)x .

Example 2.6. Consider the periodic function f : R Ñ R defined by

f(x) = x if ´ π ă x ď π

and f(x + 2π) = f(x) for all x P R. Then the Fourier coefficients of f are computed as follows:
ck = 0 for all k P N Y t0u since f is (more or less) an odd function, and

sk =
1

π

ż π

´π

x sin kx dx =
2

π

ż π

0

x sin kx dx =
2

π

(
´
x cos kx

k

ˇ

ˇ

ˇ

π

0
+

ż π

0

cos kx
k

dx
)
=

2(´1)k+1

k
.

Therefore, the Fourier series representation of f is given by

s(f, x) = 2
8
ÿ

k=1

(´1)k+1

k
sin kx .

2.2 Uniform Convergence of the Fourier Series

Before proceeding, we note that Remark 2.2 implies that

sn(f, x) =
n
ÿ

k=´n

1

2π

ż π

´π

f(y)eik(x´y) dy =

ż π

´π

f(y)
n
ÿ

k=´n

eik(x´y) dy .

By defining

Dn(x) =
1

2π

n
ÿ

k=´n

eikx =
1

2π

e´inx
[
ei(2n+1)x ´ 1

]
eix ´ 1

=
1

2π

ei(n+1/2)x ´ e´i(n+1/2)x

eix/2 ´ e´ix/2
=

sin(n+ 1
2
)x

2π sin x
2

,

we obtain that

sn(f, x) =

ż π

´π

f(y)Dn(x ´ y) dy ” (Dn ‹ f)(x) ,

where we recall that the ‹ operation is the convolution on the circle defined by

(f ‹ g)(x) =

ż π

´π

f(y)g(x ´ y) dy .



Definition 2.7. The function
Dn(x) =

sin(n+ 1
2
)x

2π sin x
2

(2.2)

is called the Dirichlet kernel.

In the following, we first consider an easier case f P C 1(T); that is, f is 2π-periodic continuously
differentiable on R. We note that integration-by-parts formula provides that

ż b

a

f(x)g1(x) dx = f(x)g(x)
ˇ

ˇ

ˇ

x=b

x=a
´

ż b

a

f 1(x)g(x) dx @ f, g P C 1(T) .

The identity above allows us to prove the uniform convergence much more easily. We have the
following

Theorem 2.8. For any f P C 1(T), sn(f, ¨) = Dn ‹ f converges to f uniformly as n Ñ 8.

Proof. Since
ż

T
Dn(x ´ y) dy = 1 for all x P T,

sn(f, x) ´ f(x) = (Dn ‹ f ´ f)(x) =

ż

T
Dn(x ´ y)

(
f(y) ´ f(x)

)
dy

=

ż

T
Dn(y)

(
f(x ´ y) ´ f(x)

)
dy .

We break the integral into two parts: one is the integral over |y| ď δ and the other is the integral
over δ ă |y| ď π. Since f P C 1(T),

|f(x ´ y) ´ f(x)| ď }f 1}L8(T)|y| ;

thus using the fact that x

sinx
ď

π

2
for 0 ă x ă

π

2
, we obtain that

ˇ

ˇ

ˇ

ż

|y|ďδ

Dn(y)
(
f(x ´ y) ´ f(x)

)
dy
ˇ

ˇ

ˇ

ď

ż δ

´δ

ˇ

ˇf(x ´ y) ´ f(x)
ˇ

ˇ

2π
ˇ

ˇ sin y
2

ˇ

ˇ

dy ď
}f 1}L8(T)

2π

ż δ

´δ

y

sin y
2

dy ď }f 1}L8(T)δ . (2.3)

Now we take care of the integral over δ ă |y| ď π by first looking at the integral over δ ă y ă π.
Integrating by parts,

ż π

δ

Dn(y)
(
f(x ´ y) ´ f(y)

)
dy =

1

2π

ż π

δ

sin
(
n+

1

2

)
y
f(x ´ y) ´ f(x)

sin y
2

dy

= ´
1

2π

cos
(
n+ 1

2

)
y

n+ 1
2

f(x ´ y) ´ f(x)

sin y
2

ˇ

ˇ

ˇ

y=π

y=δ
+

1

2π

ż π

δ

cos
(
n+ 1

2

)
y

n+ 1
2

d

dy

f(x ´ y) ´ f(x)

sin y
2

dy .

For the first term on the right-hand side,
ˇ

ˇ

ˇ

1

2π

cos
(
n+ 1

2

)
y

n+ 1
2

f(x ´ y) ´ f(x)

sin y
2

ˇ

ˇ

ˇ

y=π

y=δ

ˇ

ˇ

ˇ
ď

2}f}L8(T)

πn sin δ
2

ď
}f}L8(T)

n sin δ
2

@x P R .



For the second term on the right-hand side,
ˇ

ˇ

ˇ

1

2π

ż π

δ

cos
(
n+ 1

2

)
y

n+ 1
2

d

dy

f(x ´ y) ´ f(x)

sin y
2

dy
ˇ

ˇ

ˇ

ď
1

2π

[ˇ
ˇ

ˇ

ż π

δ

cos
(
n+ 1

2

)
y

n+ 1
2

f 1(x ´ y)

sin y
2

dy
ˇ

ˇ

ˇ
+
ˇ

ˇ

ˇ

ż π

δ

cos
(
n+ 1

2

)
y

n+ 1
2

cos y
2

(
f(x ´ y) ´ f(x)

)
sin2 y

2

dy
ˇ

ˇ

ˇ

]
ď

1

2π

[
}f 1}L8(T)

π ´ δ(
n+ 1

2

)
sin δ

2

+ }f}L8(T)
2(π ´ δ)(

n+ 1
2

)
sin2 δ

2

]
ď

}f}C 1(T)

n sin2 δ
2

.

Similarly,
ˇ

ˇ

ˇ

ż ´δ

´π

Dn(y)
(
f(x ´ y) ´ f(x)

)
dy
ˇ

ˇ

ˇ
ď

}f}L8(T)

n sin δ
2

+
}f}C 1(T)

n sin2 δ
2

;

thus for all x P R,

ˇ

ˇsn(f, x) ´ f(x)
ˇ

ˇ ď

ˇ

ˇ

ˇ

( ż δ

´δ

+

ż π

δ

+

ż ´δ

´π

)
Dn(y)

(
f(x ´ y) ´ f(x)

)
dy
ˇ

ˇ

ˇ

ď }f 1}L8(T)δ +
2}f}L8(T)

n sin δ
2

+
2}f}C 1(T)

n sin2 δ
2

ď }f 1}L8(T)δ +
4}f}C 1(T)

n sin2 δ
2

Let ε ą 0 be given. Choose a fixed δ ą 0 such that }f 1}L8(T)δ ă
ε

2
. For this fixed δ, choose N ą 0

such that
4}f}C 1(T)

N sin2 δ
2

ă
ε

2
.

Then if n ě N and x P R, we have

ˇ

ˇsn(f, x) ´ f(x)
ˇ

ˇ ă
ε

2
+

4}f}C 1(T)

n sin2 δ
2

ď
ε

2
+

4}f}C 1(T)

N sin2 δ
2

ă ε .

This implies the uniform convergence of the sequence
␣

sn(f, ¨)
(8

n=1
to f on T. ˝

After showing the uniform convergence of the Fourier series representation of C 1-functions, we
next consider the convergence of the Fourier series representation of less regular functions. The
functions of which we prove the convergence of the Fourier series representation belong to the so-
called Hölder class continuous functions.

Definition 2.9. A function f P C (T) is said to be Hölder continuous with exponent α P (0, 1],

denoted by f P C 0,α(T), if sup
x,yPR
x‰y

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ

|x ´ y|α
ă 8 . Let } ¨ }C 0,α(T) be defined by

}f}C 0,α(T) = sup
xPT

ˇ

ˇf(x)
ˇ

ˇ+ sup
x,yPR
x‰y

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ

|x ´ y|α
.

Then } ¨ }C 0,α(T) is a norm on C 0,α(T), and

C 0,α(T) =
␣

f P C (T)
ˇ

ˇ }f}C 0,α(T) ă 8
(

.

In particular, when α = 1, a function in C 0,1(T) is said to be Lipschitz continuous on T; thus
C 0,1(T) consists of Lipschitz continuous functions on T.



The uniform convergence of sn(f, ¨) to f for f P C 0,α(T) with α P (0, 1) requires a lot more
work. The idea is to estimate

›

›f ´ sn(f, ¨)
›

›

L8(T) in terms of the quantity inf
pPPn(T)

}f ´ p}L8(T). Since

sn(f, ¨) P Pn(T), it is obvious that

inf
pPPn(T)

}f ´ p}L8(T) ď
›

›f ´ sn(f, ¨)
›

›

L8(T) .

The goal is to show the inverse inequality
›

›f ´ sn(f, ¨)
›

›

L8(T) ď Cn inf
pPPn(T)

}f ´ p}L8(T) (2.4)

for some constant Cn, and pick a suitable p P Pn(T) which gives a good upper bound for
›

›f ´

sn(f, ¨)
›

›

L8(T). The inverse inequality is established via the following

Proposition 2.10. The Dirichlet kernel Dn satisfies that for all n P N,
ż π

´π

ˇ

ˇDn(x)
ˇ

ˇdx ď 2 + logn . (2.5)

Proof. The validity of (2.5) for the case n = 1 is left to the reader, and we provide the proof for the

case n ě 2 here. Recall that Dn(x) =
n
ř

k=´n

eikx

2π
=

sin(n+ 1
2)x

2π sin x
2

. Therefore,

ż π

´π

ˇ

ˇDn(x)
ˇ

ˇdx = 2

ż π

0

ˇ

ˇDn(x)
ˇ

ˇdx =

ż 1
n

0

2
ˇ

ˇDn(x)
ˇ

ˇdx+

ż π

1
n

ˇ

ˇ

ˇ

sin(n+ 1
2
)x

π sin x
2

ˇ

ˇ

ˇ
dx .

Since |Dn(x)| ď lim
tÑ0+

|Dn(t)| =
2n+ 1

2π
for all 0 ă x ď

1

n
, the first integral can be estimated by

ż 1
n

0

2
ˇ

ˇDn(x)
ˇ

ˇdx ď
1

π

2n+ 1

n
. (2.6)

Since 2x

π
ď sinx for 0 ď x ď

π

2
, the second integral can be estimated by

ż π

1
n

ˇ

ˇ

ˇ

sin(n+ 1
2
)x

π sin x
2

ˇ

ˇ

ˇ
dx ď

ż π

1
n

1

x
dx = log π + logn . (2.7)

We then conclude (2.5) from (2.6) and (2.7) by noting that log π +
2n+ 1

nπ
ď 2 for all n ě 2. ˝

Remark 2.11. A more subtle estimate can be done to show that
ż π

´π

ˇ

ˇDn(x)
ˇ

ˇdx ě c1 + c2 logn @n P N

for some positive constants c1 and c2. Therefore, the integral of |Dn| over [´π, π] blows up as n Ñ 8.

With the help of Proposition 2.10, we are able to prove the inverse inequality (2.4). The following
theorem is a direct consequence of Proposition 2.10.

Theorem 2.12. Let f P C (T); that is, f is a continuous function with period 2π. Then
›

›f ´ sn(f, ¨)
›

›

8
ď (3 + logn) inf

pPPn(T)
}f ´ p}8 . (2.8)



Proof. For n P N and x P T,
ˇ

ˇsn(f, x)
ˇ

ˇ ď

ż π

´π

ˇ

ˇDn(y)|
ˇ

ˇf(x ´ y)
ˇ

ˇdy ď (2 + logn)}f}8 .

Given ε ą 0, let p P Pn(T) such that

}f ´ p}8 ď inf
pPPn(T)

}f ´ p}8 + ε.

Then by the fact that sn(p, x) = p(x) if p P Pn(T), we obtain that
›

›f ´ sn(f, ¨)
›

›

8
ď
›

›f ´ p
›

›

8
+
›

›p ´ sn(f, ¨)
›

›

8
ď
›

›f ´ p
›

›

8
+
›

›sn(f ´ p, ¨)
›

›

8

ď
›

›f ´ p
›

›

8
+ (2 + logn)}f ´ p}8

ď (3 + logn)
[

inf
pPPn(T)

}f ´ p}8 + ε
]
,

and (2.8) is obtained by passing ε Ñ 0. ˝

Having established Theorem 2.12, the study of the uniform convergence of sn(f, ¨) to f then
amounts to the study of the quantity inf

pPPn(T)
}f ´ p}8. In Exercise Problem 3, the reader is asked to

show that
inf

pPPn(T)
}f ´ p}8 ď

1 + 2 logn
2n

}f}C 0,1(T) ;

thus by Theorem 2.12, sn(f, ¨) converges to f uniformly as n Ñ 8 if f P C 0,1(T).
The estimate of inf

pPPn(T)
}f ´ p}8 for f P C 0,α(T), where α P (0, 1), is more difficult, and requires

a clever choice of p. We begin with the following

Lemma 2.13. If f is a continuous function on [a, b], then for all δ1, δ2 ą 0,

sup
|x´y|ďδ1

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ ď

(
1 +

δ1
δ2

)
sup

|x´y|ďδ2

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ .

The proof of Lemma 2.13 is not very difficult, and is left to the readers.
Now we are in position to prove the theorem due to D. Jackson.

Theorem 2.14 (Jackson). There exists a constant C ą 0 such that

inf
pPPn(T)

}f ´ p}L8(T) ď C sup
|x´y|ď 1

n

|f(x) ´ f(y)| @ f P C (T) .

Proof. Let p(x) = 1 + c1 cosx+ ¨ ¨ ¨ + cn cosnx be a positive trigonometric function of degree n with
coefficients tciu

n
i=1 determined later. Define an operator K on C (T) by

Kf(x) = 1

2π

ż π

´π

p(y)f(x ´ y) dy .

Then Kf P Pn(T). Lemma 2.13 then implies
ˇ

ˇKf(x) ´ f(x)
ˇ

ˇ ď
1

2π

ż π

´π

p(y)
ˇ

ˇf(x ´ y) ´ f(x)
ˇ

ˇdy

ď
1

2π

ż π

´π

p(y)
(
1 + n|y|

)
sup

|x´y|ď 1
n

ˇ

ˇf(x) ´ f(y)
ˇ

ˇdy

=
[
1 +

n

2π

ż π

´π

|y|p(y) dy
]

sup
|x´y|ď 1

n

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ .



Since y2 ď
π2

2
(1 ´ cos y) for y P [´π, π], by Hölder’s inequality we find that

1

2π

ż π

´π

|y|p(y) dy ď

[ 1

2π

ż π

´π

y2p(y) dy
] 1

2
[ 1

2π

ż π

´π

p(y) dy
] 1

2

ď

[π
4

ż π

´π

(1 ´ cos y)p(y) dy
] 1

2
=
π

2

?
2 ´ c1 .

Therefore,
}Kf ´ f}8 ď

(
1 +

nπ

2

?
2 ´ c1

)
sup

|x´y|ď 1
n

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ .

To conclude the theorem, we need to show that the number n
?
2 ´ c1 can be made bounded by

choosing p properly. Nevertheless, let

p(x) = c
ˇ

ˇ

ˇ

n
ÿ

k=0

sin (k + 1)π

n+ 2
eikx

ˇ

ˇ

ˇ

2

= c
n
ÿ

k=0

n
ÿ

ℓ=0

sin (k + 1)π

n+ 2
sin (ℓ+ 1)π

n+ 2
ei(k´ℓ)x

= c
n
ÿ

k=0

sin2 (k + 1)π

n+ 2
+ 2c

n
ÿ

k,ℓ=0
kąℓ

sin (k + 1)π

n+ 2
sin (ℓ+ 1)π

n+ 2
cos(k ´ ℓ)x

and choose c so that p(x) = 1 + c1 cosx+ ¨ ¨ ¨ + cn cosnx. Then

c´1 =
n
ÿ

k=0

sin2 (k + 1)π

n+ 2
=

1

2

n
ÿ

k=0

[
1 ´ cos 2(k + 1)π

n+ 2

]
=
n+ 1

2
´

sin (2n+3)π
n+2

´ sin π
n+2

4 sin π
n+2

=
n+ 2

2
,

and

c1 = 2c
n
ÿ

k=1

sin (k + 1)π

n+ 2
sin kπ

n+ 2
= c

n
ÿ

k=1

[
cos π

n+ 2
´ cos (2k + 1)π

n+ 2

]
= c

[
n cos π

n+ 2
´

sin (2n+2)π
n+2

´ sin 2π
n+2

2 sin π
n+2

]
= c

[
n cos π

n+ 2
+

sin 2π
n+2

sin π
n+2

]
= c(n+ 2) cos π

n+ 2
= 2 cos π

n+ 2
.

As a consequence,

n
?
2 ´ c1 = n

(
2 ´ 2 cos π

n+ 2

) 1
2
= 2n sin π

2(n+ 2)

= 2(n+ 2) sin π

2(n+ 2)
´ 4 sin π

2(n+ 2)

= π
2(n+ 2)

π
sin π

2(n+ 2)
´ 4 sin π

2(n+ 2)

which is bounded by π; thus

inf
pPPn(T)

}f ´ p}L8(T) ď }Kf ´ f}L8(T) ď
(
1 +

π2

2

)
sup

|x´y|ď 1
n

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ . ˝



Finally, since lim
nÑ8

n´α logn = 0 for all α P (0, 1] , we conclude the following

Theorem 2.15. For all f P C 0,α(T) with α P (0, 1], sn(f, ¨) = Dn ‹ f converges to f uniformly as
n Ñ 8.

Remark 2.16. The converse of Theorem 2.14 is the Bernstein theorem which states that if f is a
2π-periodic function such that for some constant C (independent of n) and α P (0, 1),

inf
pPPn(T)

}f ´ p}8 ď Cn´α (2.9)

for all n P N, then f P C 0,α(T). In other words, (2.9) is an equivalent condition to the Hölder
continuity with exponent α of 2π-periodic continuous functions. One way of proving the Bernstein
theorem can be found in Exercise Problem 4.

2.3 Cesàro Mean of Fourier Series

While Theorem 1.25 shows that the collection of trigonometric polynomials
!c0
2
+

n
ÿ

k=1

(ck cos kx+ sk sin kx)
ˇ

ˇ

ˇ
tckunk=0, tskunk=1 Ď R

)

is dense in C (T), Theorem 2.15 only implies the uniform convergence of the Fourier series repre-
sentation of Hölder continuous functions. Since the Fourier coefficients tckunk=0 and tskunk=1 are
independent of the order of approximation n, as we discussed in the beginning of this chapter we do
not expect that sn(f, ¨) uniformly to f on [´π, π] for general f P C (T). To approximate continuous
functions uniformly, the coefficients of the trigonometric polynomials should depend on the order of
approximation.

The motivation of the discussion below is due to the following observation. Let taku8
k=1 be a

sequence. Define a new sequence tbnu8
n=1, called the Cesàro mean of the sequence taku8

k=1, by

bn =
a1 + ¨ ¨ ¨ + an

n
=

1

n

n
ÿ

k=1

ak .

If taku8
k=1 converges to a, then tbnu8

n=1 converges to a as well. Even though the convergence of a
sequence cannot be guaranteed by the convergence of its Cesàro mean, it is worthwhile investigating
the convergence behavior of the Cesàro mean.

Let σn(f, ¨) denote the Cesàro mean of the Fourier series representation of f given by

σn(f, ¨) ”
1

n+ 1

n
ÿ

k=0

sk(f, ¨) =
1

n+ 1

n
ÿ

k=0

(Dk ‹ f) =
( 1

n+ 1

n
ÿ

k=0

Dk

)
‹ f .

We note that the coefficients of the Cesàro mean σn(f, ¨) depend on the order of approximation n

since
σn(f, x) =

c0
2
+

n
ÿ

k=1

(
n+ 1 ´ k

n+ 1
ck

looooomooooon

” c
(n)
k

cos kx+ n+ 1 ´ k

n+ 1
sk

looooomooooon

” s
(n)
k

sin kx
)
.



Recall that Dk(x) =
sin(k + 1

2)x

2π sin x
2

. By the product-to-sum（積化和差）formula, we find that

n
ÿ

k=0

Dk(x) =
1

2π sin x
2

n
ÿ

k=0

sin(k + 1

2
)x =

1

4π sin2 x
2

n
ÿ

k=0

2 sin x
2

sin(k + 1

2
)x

=
1

4π sin2 x
2

n
ÿ

k=0

(
cos(k ´ 1)x ´ cos(k + 1)x

)
=

1

4π sin2 x
2

(
1 ´ cos(n+ 1)x

)
=

sin2 n+1
2
x

2π sin2 x
2

.

This induces the following

Definition 2.17. The Fejér kernel is the Cesàro mean of the Dirichlet kernel given by

Fn(x) =
1

n+ 1

n
ÿ

k=0

Dk(x) =
1

2π(n+ 1)

sin2 (n+1)x
2

sin2 x
2

.

We note that σn(f, ¨) = Fn ‹ f , where Fn ě 0 and has the property that
ż π

´π
Fn(x) dx = 1 (since

the integral of the Dirichlet kernel is 1). Moreover, for any δ ą 0,

lim sup
nÑ8

ż

δď|x|ďπ

Fn(x) dx ď lim sup
nÑ8

ż

δď|x|ďπ

1

2π(n+ 1) sin2 δ
2

dx = 0 . (2.10)

Therefore, tFnu8
n=1 is an approximation of the identity, and Theorem 1.23 implies the following

Theorem 2.18. For any f P C (T), the Cesàro mean
␣

σn(f, ¨)
(8

n=1
of the Fourier series representa-

tion of f converges uniformly to f .

2.4 Convergence of Fourier Series for Functions with Jump Discontinu-
ity

In previous sections we discussed the convergence of the Fourier series representation of continuous
functions. However, since the Fourier series can be defined for bounded Riemann integrable functions,
it is natural to ask what happen if the function under consideration is not continuous. We note that
in this case we cannot apply Theorem 1.25 at all so no uniform convergence is expected.

In this section, we focus on the convergence behavior of Fourier series representation of functions
with only jump discontinuities.

Definition 2.19. A function f : [´π, π] Ñ R is said to have jump discontinuity at a P (´π, π) if

1. lim
xÑa+

f(x) and lim
xÑa´

f(x) both exist.

2. lim
xÑa+

f(x) ‰ lim
xÑa´

f(x).

Now suppose that f : [´π, π] Ñ R is piecewise Hölder continuous with exponent α and the
discontinuities of f are all jump discontinuities. In other words, f has finitely many jump disconti-
nuities ta1, ¨ ¨ ¨ , amu in (´π, π), and f P C 0,α((aj, aj+1)) for all j P t0, ¨ ¨ ¨ ,mu, where a0 = ´π and
am+1 = π. Let f(a+j ) = lim

xÑa+j

f(x), f(a´
j ) = lim

xÑa´
j

f(x), and define ϕ : R Ñ R by



ϕ(x) =
1

2π
(x ´ π) @x P [0, 2π) (2.11)

and ϕ(x + 2π) = ϕ(x) for all x P R. Since f has jump discontinuities at ta1, ¨ ¨ ¨ , amu, with a´
0

denoting a´
m+1 the function g : [´π, π) Ñ R defined by

g(x) ”

$

’

’

’

’

&

’

’

’

’

%

f(x) +
m
ÿ

j=0

(
f(a+j ) ´ f(a´

j )
)
ϕ(x ´ aj) if x ‰ ak for all k,

f(a+k ) + f(a´
k )

2
+

ÿ

0ďjďm
j‰k

(
f(a+j ) ´ f(a´

j )
)
ϕ(ak ´ aj) if x = ak for some k,

(2.12)

is Hölder continuous with exponent α and g(a+0 ) = g(a´
0 ). Let G be the 2π-periodic extension of g;

that is, G = g on [´π, π) and G(x + 2π) = G(x) for all x P R. Then G P C 0,α(T); thus Theorem
2.15 implies that sn(G, ¨) Ñ G uniformly on R. In particular, sn(g, ¨) Ñ g uniformly on [´π, π).

Using the identity
ż π

´π
ϕ(x ´ a)e´ikx dx = e´ika

ż π

´π
ϕ(x)e´ikx dx = pϕke

´ika ,

we obtain that
sn(ϕ(¨ ´ a), x) =

n
ÿ

k=´n

pϕke
ik(x´a) = sn(ϕ, x ´ a) ; (2.13)

thus (2.12) implies that the Fourier series representation of f is given by

sn(f, x) = sn(g, x) ´

m
ÿ

j=0

(
f(a+j ) ´ f(a´

j )
)
sn(ϕ(¨ ´ aj), x)

= sn(g, x) ´

m
ÿ

j=0

(
f(a+j ) ´ f(a´

j )
)
sn(ϕ, x ´ aj) . (2.14)

Therefore, to understand the convergence of the Fourier series representation of f , without loss of
generality it suffices to consider the convergence of sn(ϕ, ¨).

2.4.1 Uniform convergence on compact subsets

In this sub-section, we show that the Fourier series representation of a piecewise Hölder continuous
function whose discontinuities are all jump discontinuities converges uniformly on each compact
subset containing no jump discontinuities.

Based on the discussion above, we first study the convergence of sn(ϕ, ¨). Since ϕ is an odd
function, for k P N,

sk =
1

π

ż π

´π

ϕ(x) sin kx dx =
1

π2

ż π

0

(x ´ π) sin kx dx

=
1

π2

[´(x ´ π) cos kx
k

ˇ

ˇ

ˇ

x=π

x=0
+

ż π

0

cos kx
k

dx
]
= ´

1

πk
.

Therefore, the Fourier series representation of ϕ is given by

sn(ϕ, x) = ´
1

π

n
ÿ

k=1

sin kx
k

. (2.15)



Lemma 2.20. The series
8
ř

k=1

sin kx

k
converges uniformly on [´π,´δ] Y [δ, π] for all 0 ă δ ă π.

Proof. Let Sn(x) denote the sum
n
ř

k=1

sin kx. Using the identity

n
ÿ

k=1

sin kx =
cos(n+ 1

2
)x ´ cos x

2

2 sin x
2

@x P [´π,´δ] Y [δ, π] ,

we find that |Sn| ď M ă 8 for some fixed constant M . For m ą n,
m
ÿ

k=n+1

1

k
sin kx =

1

m
(Sm ´ Sm´1) +

1

m ´ 1
(Sm´1 ´ Sm´2) + ¨ ¨ ¨ +

1

n+ 1
(Sn+1 ´ Sn)

=
Sm

m
´

Sn

n+ 1
+

1

m(m ´ 1)
Sm´1 +

1

(m ´ 1)(m ´ 2)
Sm´2 + ¨ ¨ ¨

1

(n+ 1)n
Sn+1 ;

thus
ˇ

ˇ

ˇ

m
ÿ

k=n+1

1

k
sin kx

ˇ

ˇ

ˇ
ď M

(
1

m
+

1

n+ 1
+

m
ÿ

k=n+1

1

k(k ´ 1)

)
ď 2M

(
1

m
+

1

n

)
.

Since the right-hand side converges to 0 as n,m Ñ 8, the Cauchy criteria implies that the series
8
ÿ

k=1

sin kx
k

converges uniformly on [´π,´δ] Y [δ, π]. ˝

Lemma 2.20 provides the uniform convergence of sn(ϕ, ¨) in [´π,´δ] Y [δ, π]. To see the limit is
exactly ϕ, we consider an anti-derivative Φ of ϕ and establish that Φ 1 = s(ϕ, ¨).

Let Ψ : R Ñ R be 2π-periodic and Ψ(x) =
x2

4π
for x P [´π, π]. Then Ψ P C 0,1(T) is an even

function and the Fourier coefficients of Ψ is

pΨ0 =
1

2π

ż π

´π

x2

4π
dx =

π

12

and for k ‰ 0,

pΨk =
1

2π

ż π

´π

x2

4π
e´ikx dx =

1

8π2

ż π

´π

x2(cos kx+ i sin kx) dx =
(´1)k

2k2π
.

Therefore, using (2.13) we find that the Fourier series representation of Φ ” Ψ(¨ ´ π) is

s(Φ, x) = s(Ψ, x ´ π) =
π

12
+

ÿ

kPZ,k‰0

pΨke
ik(x´π) =

π

12
+

1

2π

ÿ

kPZ,k‰0

eikx

k2
=

π

12
+

1

π

8
ÿ

k=1

cos kx
k2

.

Since Φ P C 0,1(T), sn(Φ, ¨) converges uniformly to Φ on R. Moreover, sn(Φ, ¨) 1 = sn(ϕ, ¨) which
converges uniformly on [´π,´δ] Y [δ, π]. Therefore, Theorem 1.5 implies that s(ϕ, ¨), the uniform
limit of sn(ϕ, ¨), must equal Φ 1 on [´π,´δ]Y [δ, π]. Finally, we note that ϕ = Φ 1 on [´π,´δ]Y [δ, π],
so we establish that sn(ϕ, ¨) Ñ ϕ uniformly on [´π,´δ] Y [δ, π].

The uniform convergence of sn(ϕ, ¨) to ϕ on [´π,´δ]Y [δ, π] for all 0 ă δ ă π implies the following



Theorem 2.21. Let f : (´π, π) Ñ R be piecewise Hölder continuous with exponent α P (0, 1] such
that its set of discontinuities consists of only jump discontinuities. If f is continuous on (a, b), then
sn(f, ¨) Ñ f uniformly on any compact subsets of (a, b).

By Remark 2.3, we can also conclude the following

Corollary 2.22. Let f : (´L,L) Ñ R be piecewise Hölder continuous with exponent α P (0, 1]

such that f has only jump discontinuities. If f is continuous on (a, b), then sn(f, ¨) Ñ f uniformly
on any compact subsets of (a, b) (where the Fourier series representation of f is given in Remark
2.3). In particular, sn(f, x0) Ñ f(x0) if f is continuous at x0. In other words, the Fourier series
representation of f converges pointwise to f except the jump discontinuities.

2.4.2 Gibbs phenomenon

In this sub-section, we show that the Fourier series evaluated at the jump discontinuity converges
to the average of the limits from the left and the right. Moreover, the convergence of the Fourier
series is never uniform in the domain including these jump discontinuities due to the famous Gibbs
phenomenon: near the jump discontinuity the maximum difference between the limit of the Fourier
series and the function itself is at least 8% of the jump. To be more precise, we have the following

Theorem 2.23. Let f : R Ñ R be a 2L-periodic piecewise Hölder continuous function with exponent
α P (0, 1] such that its set of discontinuities consists of only jump discontinuities. Suppose that at
some point x0 the limit from the left f(x´

0 ) and the limit from the right f(x+0 ) of the function f exist
and differ by a non-zero gap a :

f(x+0 ) ´ f(x´
0 ) = a ‰ 0,

then there exists a constant c ą 0, independent of f , x0 and L (in fact, c =
1

π

ż π

0

sinx

x
dx ´

1

2
«

0.089490), such that

lim
nÑ8

sn
(
f, x0 +

L

n

)
= f(x+0 ) + ca , (2.16a)

lim
nÑ8

sn
(
f, x0 ´

L

n

)
= f(x´

0 ) ´ ca . (2.16b)

Moreover,

lim
nÑ8

sn(f, x0) =
f(x+0 ) + f(x´

0 )

2
. (2.17)

Proof. By Remark 2.3, W.L.O.G. we can assume that L = π. Let ta1, ¨ ¨ ¨ , amu Ď (´π, π) be the
collection of jump discontinuities of f , a0 = ´π, am+1 = π, and define g by (2.12), where a´

0 is
used to denote a´

m+1. Then g P C 0,α(T). Since x0 is a jump discontinuity of f , x0 = ak for some
k P t0, 1, ¨ ¨ ¨ ,mu. Therefore, by the fact that ϕ is continuous at x0 ´ aj if j ‰ k and sn(ϕ, 0) = 0 for
all n P N, Corollary 2.22 implies that

m
ÿ

j=0

(
f(a+j ) ´ f(a´

j )
)

lim
nÑ8

sn(ϕ, x0 ´ aj)

=
ÿ

0ďjďm
j‰k

(
f(a+j ) ´ f(a´

j )
)

lim
nÑ8

sn(ϕ, x0 ´ aj) =
ÿ

0ďjďm
j‰k

(
f(a+j ) ´ f(a´

j )
)
ϕ(x0 ´ aj) .



On the other hand,

lim
nÑ8

sn(g, x0) = g(x0) =
f(x+0 ) + f(x´

0 )

2
+

ÿ

0ďjďm
j‰k

(
f(a+j ) ´ f(a´

j )
)
ϕ(x0 ´ aj) .

Identity (2.17) is then concluded using (2.14).
Now we focus on (2.16a). Since g P C 0,α(T), sn(g, ¨) Ñ g uniformly on T; thus

lim
nÑ8

sn
(
g, x0 +

π

n

)
= g(x0) .

Similarly, since sn(ϕ, ¨) Ñ ϕ uniformly on [´π,´δ] Y [δ, π] for all δ ą 0, if j ‰ k,

lim
nÑ8

sn
(
ϕ, x0 +

π

n
´ aj

)
= ϕ(x0 ´ aj) .

On the other hand,

sn
(
ϕ,
π

n

)
= ´

n
ÿ

k=1

1

πk
sin kπ

n
= ´

1

π

n
ÿ

k=1

n

kπ
sin kπ

n

π

n
Ñ ´

1

π

ż π

0

sinx
x

dx ” ´
(
c+

1

2

)
.

As a consequence,

lim
nÑ8

sn
(
f, x0 +

π

n

)
= lim

nÑ8

[
sn
(
g, x0 +

π

n

)
´

m
ÿ

j=0

(
f(a+j ) ´ f(a´

j )
)
sn
(
ϕ, x0 +

π

n
´ aj

)]
= g(x0) ´

ÿ

0ďjďm
j‰k

(
f(a+j ) ´ f(a´

j )
)
ϕ(x0 ´ aj) +

(
c+

1

2

)(
f(x+0 ) ´ f(x´

0 )
)

= f(x+0 ) + c
(
f(x+0 ) ´ f(x´

0 )
)
.

Identity (2.16b) can be proved in the same fashion, and is left as an exercise. ˝

Remark 2.24. Let f be a function given in Theorem 2.23, x0 be a jump discontinuity of f , and
I = (x0, x0 + r) for some r ą 0. By the definition of the right limit, there exists 0 ă δ ă r such that

ˇ

ˇf(x) ´ f(x+0 )
ˇ

ˇ ă
c|a|

2
@x P (x0, x0 + δ) .

Choose N ą 0 such that L

N
ă δ. Then x0 +

L

N
P (x0, x0 + δ) for all n ě N ; thus if n ě N ,

sup
xPI

ˇ

ˇsn(f, x) ´ f(x)
ˇ

ˇ ě
ˇ

ˇsn(f, x0 +
L

N
) ´ f(x0 +

L

N
)
ˇ

ˇ

ě
ˇ

ˇsn(f, x0 +
L

N
) ´ f(x+0 )

ˇ

ˇ ´
ˇ

ˇf(x0 +
L

N
) ´ f(x+0 )

ˇ

ˇ

ě
ˇ

ˇsn(f, x0 +
L

N
) ´ f(x+0 )

ˇ

ˇ ´
c|a|

2

which implies that
lim inf
nÑ8

ˇ

ˇsn(f, x) ´ f(x)
ˇ

ˇ ě c|a| ´
c|a|

2
=
c|a|

2
.

Therefore,
␣

sn(f, ¨)
(8

n=1
does not converge uniformly (to f) on I, while Corollary 2.22 shows that

␣

sn(f, ¨)
(8

n=1
converges pointwise to f . Similarly, if x0 is a jump discontinuity of f and f is continuous

on (x0 ´r, x0) for some r ą 0, then
␣

sn(f, ¨)
(8

n=1
converge pointwise but not uniformly on (x0 ´r, x0).



For a function f given in Theorem 2.23, let rf be defined by

rf(x) =

$

&

%

f(x) if f is continuous at x ,
f(x+) + f(x´)

2
if x is a jump discontinuity of f .

Then sn( rf, ¨) = sn(f, ¨) for all n P N, and Corollary 2.22 and Theorem 2.23 together imply that
␣

sn(f, ¨)
(8

n=1
converges pointwise to rf . However, the discussion above shows that

␣

sn(f, ¨)
(8

n=1
cannot

converge uniformly on I as long as I contains jump discontinuities of f .

2.5 The Inner-Product Point of View

除了逐點收斂或均勻收斂的觀點之外，還有一個更自然（就數學而言）的觀點可以用來看 Fourier
series。我們可以把定義在 [´π, π] 的所有 Riemann integrable 函數所形成的集合看成一個向量空
間，然後在上面定義一個內積的結構。一個可積分函數（也可視為一個向量）的 Fourier series
representation 可以看成這個向量在一組正交基底向量的線性組合。

Let L2(T) denote the collection of Riemann measurable, square integrable function over [´π, π]

modulo the relation that f „ g if f ´ g = 0 except on a set of measure zero (or f = g almost
everywhere). In other words,

L2(T) =
!

f : [´π, π) Ñ C
ˇ

ˇ

ˇ

ż

[´π,π)
|f(x)|2 dx ă 8

)

/ „ .

Here again we abuse the use of notation L2(T) for that it indeed denotes a more general space.
We also note that the domain [´π, π) can be replaced by any intervals with ´π, π as end-points
for we can easily modify functions defined on those domains to functions defined on [´π, π) without
changing the Riemann measurability and the square integrability.

Define a bilinear function x¨, ¨y on L2(T) ˆ L2(T) by

xf, gy =
1

2π

ż

[´π,π)

f(x)g(x) dx .

Then x¨, ¨y is an inner product on L2(T). Indeed, if f, g belong to L2(T), then the product fsg is
also Riemann measurable, and the Cauchy-Schwartz inequality as well as the monotone convergence
theorem imply that

ˇ

ˇxf, gy
ˇ

ˇ ď lim
kÑ8

1

2π

ż

[´π,π)

ˇ

ˇ(f ^k)(x)
ˇ

ˇ

ˇ

ˇ(g^k)(x)
ˇ

ˇ dx

ď lim
kÑ8

1

2π

( ż
[´π,π)

ˇ

ˇ(f ^k)(x)
ˇ

ˇ

2
dx

) 1
2
( ż

[´π,π)

ˇ

ˇ(g^k)(x)
ˇ

ˇ

2
dx

) 1
2

=
1

2π

( ż
[´π,π)

ˇ

ˇf(x)
ˇ

ˇ

2
dx

) 1
2
( ż

[´π,π)

ˇ

ˇg(x)
ˇ

ˇ

2
dx

) 1
2

ă 8 ;

thus the definition of the inner product x¨, ¨y given above is well-defined. The norm induced by the
inner product above is denoted by } ¨ }L2(T) or } ¨ }L2(´π,π).

For k P Z, define ek : [´π, π] Ñ C by ek(x) = eikx. Then teku8
k=´8 is an orthonormal set in L2(T)

since
xek, eℓy =

1

2π

ż π

´π

eikxe´iℓx dx =
1

2π

ż π

´π

ei(k´ℓ)x dx =

"

1 if k = ℓ ,
0 if k ‰ ℓ .



Let Vn = span(e´n, e´n+1, ¨ ¨ ¨ , e0, e1, ¨ ¨ ¨ , en) =
! n

ř

k=´n

akek

ˇ

ˇ

ˇ
takunk=´n Ď C

)

. For each vector f P

L2(T), the orthogonal projection of f onto Vn is, conceptually, given by
n
ÿ

k=´n

xf, ekyek =
n
ÿ

k=´n

( 1

2π

ż π

´π

f(x)e´ikx dx
)

ek =
n
ÿ

k=´n

pfkek .

By the definition of ek, we obtain that the projection of f on Vn is exactly sn(f, ¨). We also note
that Vn = Pn(T).

Now we prove that sn(f, ¨) is exactly the orthogonal projection of f onto Vn = Pn(T).

Proposition 2.25. Let f P L2(T). Then

xf ´ sn(f, ¨), py = 0 @ p P Pn(T) .

Proof. Let p P Pn(T). Then p = sn(p, ¨); thus

xf ´ sn(f, ¨), py = xf, py ´ xsn(f, ¨), py =
@

f,
n
ÿ

k=´n

ppkek

D

´ x

n
ÿ

k=´n

pfkek, py

=
n
ÿ

k=´n

ppkxf, eky ´

n
ÿ

k=´n

pfkxp, eky =
n
ÿ

k=´n

ppk pfk ´

n
ÿ

k=´n

pfkppk = 0 . ˝

Theorem 2.26. Let f P L2(T). Then

}f ´ p}2L2(T) = }f ´ sn(f, ¨)}
2
L2(T) + }sn(f, ¨) ´ p}2L2(T) @ p P Pn(T) . (2.18)

Proof. By Proposition 2.25, if p P Pn(T),
ż π

´π

ˇ

ˇf(x) ´ p(x)
ˇ

ˇ

2
dx =

ż π

´π

ˇ

ˇf(x) ´ sn(f, x) + sn(f, x) ´ p(x)
ˇ

ˇ

2
dx

=

ż π

´π

ˇ

ˇf(x) ´ sn(f, x)
ˇ

ˇ

2
dx+

ż π

´π

ˇ

ˇsn(f ´ p, x)
ˇ

ˇ

2
dx

which concludes the proposition. ˝

We note that (2.18) implies that

}f ´ sn(f, ¨)}L2(T) ď }f ´ p}L2(T) @ p P Pn(T) . (2.19)

Since sn(f, ¨) P Pn(T), we conclude that

}f ´ sn(f, ¨)}L2(T) ď inf
pPPn(T)

}f ´ p}L2(T) .

Moreover, letting p = 0 in (2.18) we establish the famous Bessel’s inequality.

Corollary 2.27. Let f P L2(T). Then for all n P N,

}sn(f, ¨)}L2(T) ď }f}L2(T) . (2.20)

In particular,

1

2

[c20
2
+

8
ÿ

k=1

(c2k + s2k)
]
=

8
ÿ

k=´8

ˇ

ˇ pfk|2 ď
1

2π

ż π

´π

ˇ

ˇf(x)
ˇ

ˇ

2
dx . (Bessel’s inequality)



Next, we prove that the Bessel inequality is in fact an equality, called the Parseval identity. It is
actually equivalent to that

␣

sn(f, ¨)
(8

n=1
converges to f in the sense of L2-norm; that is,

lim
nÑ8

›

›sn(f, ¨) ´ f
›

›

L2(T) = 0 @ f P L2(T) .

Before proceeding, we first prove that every f P L2(T) can be approximated by a sequence tgnu8
n=1 Ď

C (T) in the sense of L2-norm.

Proposition 2.28. Let f P L2(T). Then for all ε ą 0 there exists g P C (T) such that

}f ´ g}L2(T) ă ε .

In other words, C (T) is dense in
(
L2(T), } ¨ }L2(T)

)
.

Proof. W.L.O.G., we can assume that f is real-valued and non-zero. Let ε ą 0 be given. Since
f P L2(T), the monotone convergence theorem implies that

lim
kÑ8

}f ´ (´k)_ (f ^k)}2L2(T) = lim
kÑ8

ż

[´π,π)

1t|f(x)|ąku(x)|f(x)|
2 dx = 0 ;

thus there exists K ą 0 such that

}f ´ (´k)_ (f ^k)}L2(T) ă
ε

2
@ k ě K .

Let h = (´K)_(f^K). Then h is bounded and Riemann measurable; thus h is Riemann integrable
over [´π, π). Therefore, there exists a partition P = t´π = x0 ă x1 ă ¨ ¨ ¨ ă xn = πu of [´π, π) such
that U(h,P) ´ L(h,P) ă

ε

2
. Define

S(x) =
n´1
ÿ

k=0

sup
ξP[xk,xk+1]

f(ξ)1[xk,xk+1)(x) and s(x) =
n´1
ÿ

k=0

inf
ξP[xk,xk+1]

f(ξ)1[xk,xk+1)(x) ,

where 1A denotes the characteristic/indicator function of set A. Then

1. ´K ď s ď h ď S ď K on [´π, π)ztx1, ¨ ¨ ¨ , xn´1u;

2.
ż π

´π
S(x) dx = U(h,P); 3.

ż π

´π
s(x) dx = L(h,P).

The properties above show that
ż π

´π

ˇ

ˇh(x) ´ s(x)
ˇ

ˇ dx =

ż π

´π

h(x) ´ s(x) dx ď

ż π

´π

(
S(x) ´ s(x)

)
dx ď U(h,P) ´ L(h,P) ă

ε2

16K
.

Now, for the step function s defined on [´π, π), we can always find a continuous function g P C (T)
(for example, g can be a trapezoidal function) such that

1. }g}L8(T) ď K. 2.
ż π

´π

ˇ

ˇs(x) ´ g(x)
ˇ

ˇ dx ă
ε2

16K
.



•

•
´π=x0

˝

•

•
x1

˝

•

•
x2

˝

•

•
x3

˝

•
x4

¨ ¨ ¨ •

•
xn´2

˝

•

•
xn´1

˝
˝

•
xn=π

s :
g :

Figure 1: One way of constructing g P C (T) given step function s

Then that }g}L8(T) ď K follows from that }s}L8(T) ď K, and
ż

[´π,π)

ˇ

ˇh(x) ´ g(x)
ˇ

ˇ dx ď

ż

[´π,π)

ˇ

ˇh(x) ´ s(x)
ˇ

ˇ dx+

ż

[´π,π)

ˇ

ˇs(x) ´ g(x)
ˇ

ˇ dx ă
ε2

8K
.

Therefore,
ż π

´π

ˇ

ˇh(x) ´ g(x)
ˇ

ˇ

2
dx ď 2K

ż

[´π,π)

ˇ

ˇh(x) ´ g(x)
ˇ

ˇ dx ă
ε2

4

which implies that }h´ g}L2(T) ă
ε

2
. The proposition is then concluded by the triangle inequality. ˝

Theorem 2.29. Let f : [´π, π] Ñ R be bounded Riemann integrable. Then

lim
nÑ8

ż π

´π

ˇ

ˇsn(f, x) ´ f(x)
ˇ

ˇ

2
dx = 0 (2.21)

and
ż π

´π

ˇ

ˇf(x)
ˇ

ˇ

2
dx =

8
ÿ

k=´8

| pf(k)|2 = π
[c20
2
+

8
ÿ

k=1

(c2k + s2k)
]
. (Parseval’s identity) (2.22)

Proof. Let ε ą 0 be given. By Proposition 2.28 there exists g P C (T) such that
ż π

´π

ˇ

ˇf(x) ´ g(x)
ˇ

ˇ

2
dx ă

ε2

9
.

By the denseness of the trigonometric polynomials in C (T), there exists h P P(T) such that
sup
xPR

ˇ

ˇg(x) ´ h(x)
ˇ

ˇ ă
ε

?
18π

. Suppose that h P PN(T). Using (2.19),

ż π

´π

ˇ

ˇg(x) ´ sN(g, x)
ˇ

ˇ

2
dx ď

ż π

´π

ˇ

ˇg(x) ´ h(x)
ˇ

ˇ

2
dx ď 2π ¨

ε2

18π
=
ε2

9
.

Since sN(g, ¨) P Pn(T) if n ě N , we must have
ż π

´π

ˇ

ˇg(x) ´ sn(g, x)
ˇ

ˇ

2
dx ď

ż π

´π

ˇ

ˇg(x) ´ sN(g, x)
ˇ

ˇ

2
dx ď

ε2

9
@n ě N .

Therefore, for n ě N , inequality (2.20) and the triangle inequality yield that

}f ´ sn(f, ¨)}L2(T) ď }f ´ g}L2(T) + }g ´ sn(g, ¨)}L2(T) + }sn(g ´ f, ¨)}L2(T)

ď 2}f ´ g}L2(T) + }g ´ sn(g, ¨)}L2(T) ă ε ;



thus (2.21) is concluded. Finally, using (2.18) with p = 0 we obtain that
ż π

´π

ˇ

ˇf(x)
ˇ

ˇ

2
dx =

ż π

´π

ˇ

ˇsn(f, x)
ˇ

ˇ

2
dx+

ż π

´π

ˇ

ˇf(x) ´ sn(f, x)
ˇ

ˇ

2
dx .

Using the fact that
ż π

´π

ˇ

ˇsn(f, x)
ˇ

ˇ

2
dx = π

[
c20
2
+

n
ř

k=1

(c2k + s2k)
]

and passing to the limit as n Ñ 8, we

conclude (2.22). ˝

Example 2.30. Example 2.6 provides that
ż π

´π
x2 dx = π

8
ř

k=1

4

k2
; thus

8
ř

k=1

1

k2
=

π2

6
.

2.6 The Discrete Fourier “Transform” and the Fast Fourier “Transform”

Let f : R Ñ R be 2L-periodic such that f is bounded Riemann integrable over [´L,L). Similar to
Remark 2.2, the Fourier series representation of f , defined in Remark 2.3, can be written as

s(f, x) =
8
ÿ

k=´8

pfke
iπkx
L ,

where pfk =
1

2L

ż L

´L
f(y)e

´iπky
L dy. Due to the periodicity, pfk can also be computed via the formula

pfk =
1

2L

ż 2L

0
f(y)e

´iπky
L dy; thus pfk can be approximated by the Riemann sum

1

2L

N´1
ÿ

ℓ=0

f
(2Lℓ
N

)
e

´2πikℓ
N

2L

N
=

1

N

N´1
ÿ

ℓ=0

f
(2Lℓ
N

)
e

´2πikℓ
N .

In other words, the values of f at N points can be used to determine an approximation of the Fourier
coefficients of f . This induces the following

Definition 2.31. The discrete Fourier transform, symbolized by DFT, of a sequence of N
complex numbers tx0, x1, ¨ ¨ ¨ , xN´1u is a sequence tXkukPZ defined by

Xk =
N´1
ÿ

ℓ=0

xℓe
´2πikℓ

N @ k P Z .

We note that the sequence tXkukPZ is N -periodic; that is, Xk+N = Xk for all k P Z. Therefore,
often time we only focus on one of the following N consecutive terms of the DFT:

1. tX0, X1, ¨ ¨ ¨ , XN´1u;

2.
␣

X´N
2
, ¨ ¨ ¨ , XN

2
´1

(

if N is even;

3.
␣

X´N´1
2
, ¨ ¨ ¨ , XN´1

2

(

if N is odd.

Example 2.32. The DFT of the sequence tx0, x1u is tx0 + x1, x0 ´ x1u.

Remark 2.33. Let x = [x0, x1, ¨ ¨ ¨ , xN´1] be a sequence of numbers. The matlabrcommand fft(x)
outputs the sequence

#

[X0, X1, ¨ ¨ ¨ , XN
2

´1, X´N
2
, ¨ ¨ ¨ , X´2, X´1] if N is even ,

[X0, X1, ¨ ¨ ¨ , XN´1
2
, X´N´1

2
, ¨ ¨ ¨ , X´2, X´1] if N is odd ,

where
␣

X´N
2
, ¨ ¨ ¨ , XN

2
´1

(

and
␣

X´N´1
2
, ¨ ¨ ¨ , XN´1

2

(

are the DFT of tx0, x1, ¨ ¨ ¨ , xN´1u when N is
even and odd, respectively.



2.6.1 The inversion formula

Let tXkuN´1
k=0 be the discrete Fourier transform of the sequence txℓu

N´1
ℓ=0 . Then txℓu

N´1
ℓ=0 can be

recovered given tXkuN´1
k=0 by the inversion formula

xℓ =
1

N

N´1
ÿ

k=0

Xke
2πikℓ
N . (2.23)

To see this, we compute
N´1
ř

k=0

(N´1
ř

j=0

xje
´2πikj

N

)
e

2πikℓ
N and obtain that

N´1
ÿ

k=0

(N´1
ÿ

j=0

xje
´2πikj

N

)
e

2πikℓ
N =

N´1
ÿ

j=0

(
xj

N´1
ÿ

k=0

e
2πik(ℓ´j)

N

)
= Nxℓ +

N´1
ÿ

j=0
j‰ℓ

(
xj

N´1
ÿ

k=0

e
2πik(ℓ´j)

N

)

= Nxℓ +
N´1
ÿ

j=0
j‰ℓ

(
xj
e2πi(ℓ´j) ´ 1

e
2πi(ℓ´j)

N ´ 1

)
= Nxℓ .

The map from tXkuN´1
k=0 to txℓu

N´1
ℓ=0 is called the discrete inverse Fourier transform.

We note that the inversion formula (2.23) is an analogy of

f(x) =
8
ÿ

k=´8

pfke
ikx

for all piecewise constant function f and x P R at which f is continuous.

2.6.2 The fast Fourier transform

Let M = [mkℓ] be an N ˆ N matrix with entry mkℓ defined by

mkℓ = e
´2πikℓ

N 0 ď k, ℓ ď N ´ 1 ,

and write x = (x0, x1, ¨ ¨ ¨ , xN´1)
T and X = (X0, ¨ ¨ ¨ , XN´1)

T. Then X = Mx and it requires N2

multiplications to compute X. The fast Fourier transform, symbolized by FFT, is a much faster
way to compute X. In the following, we show that when N = 2γ for some γ P N, then there is a way
to compute the DFT with at most N log2N multiplications.

With N = 2γ, suppose that (x0, ¨ ¨ ¨ , xN´1) is a given sequence, and tXkuN´1
k=0 is the DFT of

txkuN´1
k=0 . Let ω = e´ 2πi

N , and

xeven =
[
x0 x2 x4 ¨ ¨ ¨ xN´2

]
and xodd =

[
x1 x3 x5 ¨ ¨ ¨ xN´1

]
Then

Xj =
N´1
ÿ

ℓ=0

xℓω
jℓ =

ÿ

0ďℓďN´1
ℓ is even

xℓω
jℓ + ωj

ÿ

0ďℓďN´1
ℓ is odd

xℓω
j(ℓ´1)

= xeven ¨
[
ω0 ω2j ω4j ¨ ¨ ¨ ωj(N´2)

]
+ ωjxodd ¨

[
ω0 ω2j ω4j ¨ ¨ ¨ ωj(N´2)

]
.



In particular, for 0 ď j ď
N

2
´ 1,

XN
2
+j = xeven ¨

[
ω0 ω2(N

2
+j) ω4(N

2
+j) ¨ ¨ ¨ ω(N

2
+j)(N´2)

]
+ ω

N
2
+jxodd ¨

[
ω0 ω2(N

2
+j) ω4(N

2
+j) ¨ ¨ ¨ ω(N

2
+j)(N´2)

]
= xeven ¨

[
ω0 ω2j ω4j ¨ ¨ ¨ ωj(N´2)

]
´ ωjxodd ¨

[
ω0 ω2j ω4j ¨ ¨ ¨ ωj(N´2)

]
,

where we have used the fact that ωN
2 = ´1. We note that

!

xeven ¨
[
ω0 ω2j ω4j ¨ ¨ ¨ ωj(N´2)]

)N/2

j=0

is exactly the DFT of the sequence tx0, x2, ¨ ¨ ¨ , xN´2u and
!

xodd ¨
[
ω0 ω2j ω4j ¨ ¨ ¨ ωj(N´1)

])N/2

j=0

is exactly the DFT of the sequence tx1, x3, ¨ ¨ ¨ , xN´1u. In other words, to compute the DFT of
tx0, ¨ ¨ ¨ , xN´1u, where N = 2γ, it suffices to compute the DFTs of the sequence tx0, x2, ¨ ¨ ¨ , xN´2u and
tx1, x3, ¨ ¨ ¨ , xN´1u. As long as the DFTs of the sequences tx0, x2, ¨ ¨ ¨ , xN´2u and tx1, x3, ¨ ¨ ¨ , xN´1u

are known, it requires another N

2
multiplications to compute the DFT of tx0, x1, ¨ ¨ ¨ , xN´1u.

Now we compute the total multiplications it requires to compute the DFT of the sequence txku2
γ´1

k=0

using the procedure above. Suppose that to compute the DFT of txku2
γ´1

k=0 requires f(γ) multiplica-
tions. Then

f(γ) = 2f(γ ´ 1) + 2γ´1 .

It is easy to see that it requires no multiplication to compute the DFT of tx0, x1u since it is simply
tx0+x1, x0´x1u; thus f(1) = 0. Solving the iteration relation above, we obtain that f(γ) = 2γ´1(γ´1)

which implies the total multiplications requires to compute the DFT of txkuN´1
k=0 , where N = 2γ, is

N

2
(log2N ´ 1).

Example 2.34. To compute the DFT of tx0, x1, ¨ ¨ ¨ , x7u, we compute the DFT of tx0, x2, x4, x6u and
tx1, x3, x5, x7u first, and it requires another 4 multiplications (to compute the multiplication of ωj

and the j-th term of the DFT of tx1, x3, x5, x7u for 0 ď j ď 3). Nevertheless, instead of computing
the DFT of tx0, x2, x4, x6u and tx1, x3, x5, x7u directly using matrix multiplication X = Mx, we
again divide the sequence of length 4 into further shorter sequence tx0, x4u, tx2, x6u, tx1, x5u and
tx3, x7u. Once the DFT of those sequence of length 2 are computed, it requires another 2 ˆ 2 = 4

multiplications to compute the DFT of tx0, x2, x4, x6u and tx1, x3, x5, x7u. By Example 2.32, it
does not require any multiplications to compute the DFT of sequences of length 2; thus the total
multiplications required to compute the DFT of tx0, x1, ¨ ¨ ¨ , x7u is 4 + 4 = 8.

2.7 Exercise

Problem 1. Let f P C (T) and t pfku8
k=´8 be the Fourier coefficients (given in Remark 2.2). Show

that if
8
ř

k=´8

| pfk
ˇ

ˇ ă 8, then sn(f, ¨) Ñ f uniformly on T, where sn(f, x) =
n
ř

k=´n

pfke
ikx.



Problem 2. This problem contributes to another proof of showing that the n-th partial sum of the
Fourier series representation sn(f, ¨) converges uniformly to f on T if f P C 0,α(T) for 1

2
ă α ď 1.

Complete the following.

1. Let f : R Ñ R be 2π-periodic such that f is bounded, Riemann integrable over [´π, π]. Show
that

pfk = ´
1

2π

ż π

´π

f
(
x+

π

k

)
e´ikx dx

and hence
pfk =

1

4π

ż π

´π

[
f(x) ´ f

(
x+

π

k

)]
e´ikx dx .

Therefore, if f P C 0,α(T), the Fourier coefficients pfk satisfies | pfk| ď
πα}f}C 0,α(T)

2kα
.

2. Let f : R Ñ R be 2π-periodic such that f is bounded, Riemann integrable over [´π, π]. Show
that

1

2π

ż π

´π

ˇ

ˇf(x+ h) ´ f(x ´ h)
ˇ

ˇ

2
dx =

8
ÿ

k=´8

4 sin2(kh)| pfk|2 .

Therefore, if f P C 0,α(T), the Fourier coefficients pfk satisfies
8
ÿ

k=´8

sin2(kh)| pfk|2 ď }f}2C 0,α(T)2
2(α´1)|h|2α (2.24)

3. Let f P C 0,α(T), and p P N. Show that

ÿ

2p´1ď|k|ă2p

| pfk|2 ď
}f}2C 0,α(T)π

2α

22αp+1
.

Hint: Let h =
π

2p+1
in (2.24).

4. Show that if f P C 0,α(T) for some 1

2
ă α ď 1, then

8
ř

k=´8

| pfk| ă 8; thus Problem 1 implies that

sn(f, ¨) Ñ f uniformly on T.

Problem 3. Let f be a 2π-periodic Lipchitz function. Show that for n ě 2,

}f ´ Fn+1 ‹ f}L8(T) ď
1 + 2 logn

2n
}f}C 0,1(T) (2.25)

and
›

›f ´ sn(f, ¨)
›

›

L8(T) ď
2π(1 + logn)2

n
}f}C 0,1(T) . (2.26)

Hint: For (2.25), apply the estimate

Fn(x) ď min
!n+ 1

2π
,

π

2(n+ 1)x2

)

in the following inequality:

ˇ

ˇf(x) ´ Fn+1 ‹ f(x)
ˇ

ˇ ď

[ ż δ

´δ

+

ż ´δ

´π

+

ż π

δ

]
ˇ

ˇf(x+ y) ´ f(x)
ˇ

ˇFn+1(y) dy



with δ =
π

n+ 1
. For (2.26), use (2.8) and note that

inf
pPPn(T)

}f ´ p}L8(T) ď }f ´ Fn ‹ f}L8(T) .

Problem 4. In this problem, we are concerned with the following

Theorem 2.35 (Bernstein). Suppose that f is a 2π-periodic function such that for some constant C
and α P (0, 1),

inf
pPPn(T)

}f ´ p}L8(T) ď Cn´α

for all n P N. Then f P C 0,α(T).

Complete the following to prove the theorem.

1. Suppose that there is p P Pn(T) such that

}p 1}L8(T) ą n , }p}L8(T) ă 1 , and p 1(0) = }p 1}L8(T).

Choose γ P
[

´
π

n
,
π

n

]
such that sin(nγ) = ´p(0) and cos(nγ) ą 0, and define αk = γ+

π

n

(
k+

1

2

)
for ´n ď k ď n. Show that the function r(x) = sinn(x ´ γ) ´ p(x) has at least one zeros in
each interval (αk, αk+1).

2. Let s P N be such that such that 0 P (αs, αs+1). Show that r has at least 3 distinct zeros in
(αs, αs+1) by noting that r1(0) ă 0 and r(0) = 0.

3. Combining 1 and 2, show that

}p 1}L8(T) ď n}p}L8(T) @ p P Pn(T). (2.27)

4. Choose pn P Pn(T) such that }f ´pn} ď 2Cn´α for n P N. Define q0 = p1, and qn = p2n ´p2n´1

for n P N. Show that
8
ř

n=0

qn = f and the convergence is uniform.

5. Show that }qn}L8(T) ď 6C2´nα. As a consequence, show that
ˇ

ˇqn(x) ´ qn(y)
ˇ

ˇ ď 6Cn2n(1´α)|x ´ y| and
ˇ

ˇqn(x) ´ qn(y)
ˇ

ˇ ď 12C2´nα.

6. For any x, y P T with |x´ y| ď 1, choose m P N such that 2´m ď |x´ y| ď 21´m. Then use the
inequality

ˇ

ˇf(x) ´ f(y)
ˇ

ˇ ď

m´1
ÿ

n=0

ˇ

ˇqn(x) ´ qn(y)
ˇ

ˇ+
8
ÿ

n=m

ˇ

ˇqn(x) ´ qn(y)
ˇ

ˇ

to show that
ˇ

ˇf(x) ´ f(y)
ˇ

ˇ ď B|x ´ y|α for some constant B ą 0.



3 Fourier Transforms
Before introducing the Fourier transform, let us “motivate” the idea a little bit. In Section 2.5
we show that teku8

k=´8, where ek(x) = eikx, is an orthonormal basis in L2(T). Similarly, with
L2([´K,K]) denoting the inner-product space

L2([´K,K]) =
␣

f : [´K,K] Ñ C
ˇ

ˇ f is Riemann measurable and square integrable
(

/ „

equipped with the inner product

xf, gy =
1

2K

ż K

´K

f(x)g(x) dx ,

the set
!

exp
( ikπx

K

))8

k=´8
is an orthonormal basis of L2([´K,K]); that is, any functions f P

L2([´K,K]) can be expressed as

f(x) =
8
ÿ

k=´8

pf(k)e
ikπx
K , where pf(k) =

1

2K

ż K

´K

f(y)e´
ikπy
K dy . (3.1)

Moreover,
8
ř

k=´8

| pf(k)|2 =
1

2K

ż K

´K
|f(x)|2 dx. In other words, there is a one-to-one correspondence

between f P L2([´K,K]) and pf P ℓ2. We look for a space X so that there is also a one-to-one
correspondence between the square integrable functions on R and X. Intuitively, we can check what
“might” happen by letting K Ñ 8 in (3.1).

Making use of the Riemann sum to approximate the integral (by partition [´K,K] into 2K2

intervals), we find that

f(x) =
1

2K

8
ÿ

k=´8

ż K

´K

f(y)e
ikπ(x´y)

K dy «
1

2K

K2
ÿ

k=´K2

ż K

´K

f(y)e
ikπ(x´y)

K dy

«
1

2K

K2
ÿ

k=´K2

2K2
ÿ

ℓ=1

f
(

´ K +
ℓ

K

)
exp

(ikπ(x+K ´ ℓ
K
)

K

) 1

K

«
1

2K

K2
ÿ

k=´K2

K2
ÿ

ℓ=´K2

f
( ℓ
K

)
exp

(ikπ(x ´ ℓ
K
)

K

) 1

K

(
yℓ =

ℓ

K
,∆y =

1

K

)
=

1

2π

K2
ÿ

ℓ=´K2

K2
ÿ

k=´K2

f
( ℓ
K

)
exp

(
i
kπ

K
(x ´

ℓ

K
)
) π
K

1

K

«
1

2π

K2
ÿ

ℓ=´K2

ż Kπ

´Kπ

f
( ℓ
K

)
exp

(
iξ(x ´

ℓ

K
)
)
dξ

1

K

(
ξk =

kπ

K
,∆ξ =

π

K

)
«

1

2π

ż K

´K

ż Kπ

´Kπ

f(y)eiξ(x´y)dξdy =
1

2π

ż K

´K

ż Kπ

´Kπ

f(y)eiξ(x´y)dydξ

«
1

?
2π

ż 8

´8

[ 1
?
2π

ż 8

´8

f(y)e´iξydy
]
eiξxdξ .



Therefore, if we define pf(ξ) =
1

?
2π

ż

R
f(y)e´iξydy, then the formal computation above suggests that

f(x) =
1

?
2π

ż

R

pf(ξ)eiξxdξ . (3.2)

In the rest of this section, we are going to verify the identity above rigorously (for functions f with
certain properties).

3.1 The definition and basic properties of the Fourier transform

For notational convenience, we abuse the following notion from real analysis.

Definition 3.1. The space L1(Rn) consists of all functions that are integrable over Rn and whose
integrals are absolute convergent. In other words,

L1(Rn) =
!

f : Rn Ñ C
ˇ

ˇ

ˇ

ż

Rn

|f(x)| dx ă 8

)

;

that is, f P L1(Rn) if the limit lim
RÑ8

ż

B(0,R)

ˇ

ˇf(x)
ˇ

ˇ dx exists.

Remark 3.2. Even though we have not defined the integral for complex-valued function, the defini-
tion of L1(Rn) should be clear: when f is complex-valued function, the absolute integrability of f is
equivalent to that the real part and the imaginary part of f are both absolutely integrable, and

ż

Rn

f(x) dx =

ż

Rn

Re(f)(x) dx+ i

ż

Rn

Im(f)(x) dx

=

ż

Rn

f(x) + f(x)

2
dx+

ż

Rn

f(x) ´ f(x)

2
dx ,

where f(x) is the complex conjugate of f(x).

Definition 3.3. For all f P L1(Rn), the Fourier transform of f , denoted by Ff or pf , is defined by

(Ff)(ξ) = pf(ξ) =
1

?
2π

n

ż

Rn

f(x)e´ix¨ξdx @ ξ P Rn ,

where x ¨ ξ = x1ξ1 + x2ξ2 + ¨ ¨ ¨ + xnξn.

3.2 Some Properties of the Fourier Transform

Proposition 3.4. F : L1(Rn) Ñ Cb(Rn;C), and

}Ff}8 ” sup
ξPRn

ˇ

ˇ(Ff)(ξ)
ˇ

ˇ ď }f}L1(Rn) . (3.3)

Proof. First we show that Ff is continuous if f P L1(Rn). Let ξ P Rn and ε ą 0 be given. Since
f P L1(Rn), there exists R ą 0 such that

ż

B(0,r)A

ˇ

ˇf(x)
ˇ

ˇ dx ă
ε

3
@ r ě R .



Moreover, there exists M ą 0 such that
ż

Rn

ˇ

ˇf(x)
ˇ

ˇ dx ď M ă 8 .

Since ϕ(x, y) = e´ix¨y is uniformly continuous on A ” B(0, R) ˆ B(ξ, 1), there exists 0 ă δ ă 1 such
that

ˇ

ˇϕ(x1, y1) ´ ϕ(x2, y2)
ˇ

ˇ ă
ε

3M
whenever

ˇ

ˇ(x1, y1) ´ (x2, y2)
ˇ

ˇ ă δ and (x1, y1), (x2, y2) P A .

In particular, for all x P B(0, R) and η P B(ξ, δ),
ˇ

ˇe´ix¨ξ ´ e´ix¨η
ˇ

ˇ ă
ε

3M
.

Therefore, for η P B(ξ, δ),

ˇ

ˇ pf(η) ´ pf(ξ)
ˇ

ˇ ď
1

?
2π

n

ż

Rn

ˇ

ˇf(x)
ˇ

ˇ

ˇ

ˇe´ix¨η ´ e´ix¨ξ
ˇ

ˇ dx

ď
2

?
2π

n

ż

B(0,R)A

ˇ

ˇf(x)
ˇ

ˇ dx+
1

?
2π

n

ż

B(0,R)

ˇ

ˇf(x)
ˇ

ˇ

ˇ

ˇe´ix¨η ´ e´ix¨ξ
ˇ

ˇ dx

ď
1

?
2π

n

[2ε
3

+
ε

3M

ż

B(0,R)

ˇ

ˇf(x)
ˇ

ˇ dx
]

ă ε ;

thus Ff is continuous. The validity of (3.3) should be clear, and is left as an exercise. ˝

Definition 3.5. A function f on Rn is said to have rapid decrease/decay if for all integers N ě 0,
there exists aN such that

|x|N |f(x)| ď aN , as x Ñ 8.

Definition 3.6. The Schwartz space S (Rn) is the collection of all (complex-valued) smooth functions
f on Rn such that f and all of its derivatives have rapid decrease. In other words,

S (Rn) =
␣

u P C 8(Rn)
ˇ

ˇ | ¨ |NDku is bounded for all k,N P N Y t0u
(

.

Elements in S (Rn) are called Schwartz functions.

The prototype element of S (Rn) is e´|x|2 which is not compactly supported, but has rapidly
decreasing derivatives.

The reader is encouraged to verify the following basic properties of S (Rn):

1. S (Rn) is a vector space.

2. S (Rn) is an algebra under the pointwise product of functions.

3. Pu P S (Rn) for all u P S (Rn) and all polynomial functions P .

4. S (Rn) is closed under differentiation.

5. S (Rn) is closed under translations and multiplication by complex exponentials eix¨ξ.



Remark 3.7. Let Ω Ď Rn be an open set, and C 8
c (Ω) denote the collection of all smooth functions

with compact support in Ω; that is,

C 8
c (Ω) ”

␣

u P C 8(Ω)
ˇ

ˇ tx P Ω | f(x) ‰ 0uĂĂΩ
(

,

then C 8(Rn) Ď S (Rn) . The set cl
(␣
x P Ω

ˇ

ˇ f(x) ‰ 0
()

is called the support of f .

The following lemma allows us to take the Fourier transform of Schwartz functions.

Lemma 3.8. If f P S (Rn), then f P L1(Rn).

Proof. If f P S (Rn), then (1 + |x|)n+1|f(x)| ď C for some C ą 0. Therefore, with ωn´1 denoting
the the surface area of the (n ´ 1)-dimensional unit sphere,

ż

Rn

ˇ

ˇf(x)
ˇ

ˇ dx ď

ż

Rn

C

(1 + |x|)n+1
dx =

ż

Sn´1

ż 8

0

C

(1 + r)n+1
rn´1drdS

ď Cωn´1

ż 8

0

(1 + r)´2dr = Cωn

which is a finite number. ˝

Now we check if pf is differentiable if f P S (Rn). Note that if f P S (Rn), then the function
yj = xjf(x) belongs to S (Rn) for all 1 ď j ď n.

Lemma 3.9. If f P S (Rn), then pf is differentiable, and for each j P t1, ¨ ¨ ¨ , nu, B pf

Bξj
exists is given

by
B pf

Bξj
(ξ) =

1
?
2π

n

ż

Rn

(´ixj)f(x)e
´ix¨ξdx =

[1
i
xjf(x)

]^

(ξ) . (3.4)

Proof. Let gj be defined by gj(x) = ´ixjf(x). Since f and gj are both Schwartz functions,

lim
kÑ8

ż

B(0,k)A

ˇ

ˇf(x)
ˇ

ˇ dx = 0 and lim
kÑ8

ż

B(0,k)A

ˇ

ˇgj(x)
ˇ

ˇ dx = 0 .

Let χ : R+ Ñ R be a smooth decreasing function such that

χ(r) =

"

1 if 0 ď r ď 1 ,

0 if r ą 2 .

Define fk(x) = χ
( |x|

k

)
f(x). We first show that

B pfk
Bξj

(ξ) =
1

?
2π

n

ż

Rn

χ
( |x|

k

)
gj(x)e

´ix¨ξ dx . (3.5)

Too see this, we note that

pfk(ξ + hej) ´ pfk(ξ)

h
´

1
?
2π

n

ż

Rn

χ
( |x|

k

)
gj(x)e

´ix¨ξ dx

=
1

?
2π

n

ż

Rn

χ
( |x|

k

)
f(x)e´ix¨ξ

[e´ihxj ´ 1

h
+ ixj

]
dx

=
1

?
2π

n

ż

B(0,2k)

χ
( |x|

k

)
f(x)e´ix¨ξ

[e´ihxj ´ 1

h
+ ixj

]
dx ;



thus by the fact that e´ihxj ´ 1

h
+ ixj Ñ 0 uniformly on B(0, 2k) as h Ñ 0, Theorem 1.6 implies that

lim
hÑ0

pfk(ξ + hej) ´ pfk(ξ)

h
´

1
?
2π

n

ż

Rn

χ
( |x|

k

)
gj(x)e

´ix¨ξ dx = 0 ;

hence (3.5) is established. Therefore, for each k P N,

sup
ξPRn

ˇ

ˇ

ˇ

B pfk
Bξj

(ξ) ´ pgj(ξ)
ˇ

ˇ

ˇ
ď

1
?
2π

n

ż

Rn

ˇ

ˇ1 ´ χ
( |x|

k

)ˇ
ˇ

ˇ

ˇgj(x)
ˇ

ˇ dx ď
1

?
2π

n

ż

B(0,k)A

ˇ

ˇgj(x)
ˇ

ˇ dx

which converges to zero as k Ñ 8. In other words, B pfk
Bξj

Ñ pgj uniformly on Rn as k Ñ 8.

Similarly,

sup
ξPRn

ˇ

ˇ

ˇ

pfk(ξ) ´ pf(ξ)
ˇ

ˇ

ˇ
ď

1
?
2π

n

ż

Rn

ˇ

ˇ1 ´ χ
( |x|

k

)ˇ
ˇ

ˇ

ˇf(x)
ˇ

ˇ dx ď
1

?
2π

n

ż

B(0,k)A

ˇ

ˇf(x)
ˇ

ˇ dx

which converges to zero as k Ñ 8. Therefore, pfk Ñ pf uniformly on Rn. By Theorem 1.5, B pf

Bξj
= pgj

so the lemma is concluded. ˝

Corollary 3.10. For f P S (Rn), pf P C 8(Rn) and

Dα
ξ
pf(ξ) =

1

i|α|

[
xα1
1 ¨ ¨ ¨ xαn

n f(x)
]^

(ξ) ,

where for a multi-index α = (α1, ¨ ¨ ¨ , αn), |α| ” α1 + ¨ ¨ ¨ + αn and Dα
ξ ”

Bα1

Bξα1
1

¨ ¨ ¨
Bαn

Bξαn
n

=

B |α|

Bξα1
1 ¨ ¨ ¨ Bξαn

n
.

Lemma 3.11. If f P S (Rn), then F
(
1

i

Bf

Bxk

)
(ξ) = ξk pf(ξ) .

Proof. Since f P S (Rn), f(x) Ñ 0 as |x| Ñ 8; thus lim
RÑ8

f(x)e´ix¨ξ
ˇ

ˇ

xk=R

xk=´R
= 0. Therefore, integrating

by parts formula we find that

F
(1
i

Bf

Bxk

)
(ξ) =

1

i

1
?
2π

n lim
RÑ8

ż

[´R,R]n

Bf

Bxk
(x)e´ix¨ξdx

=
1

i

1
?
2π

n lim
RÑ8

[
f(x)e´ix¨ξ

ˇ

ˇ

ˇ

xk=R

xk=´R
+ iξk

ż

[´R,R]n
f(x)e´ix¨ξdx

]
= ξk

1
?
2π

n lim
RÑ8

ż

[´R,R]n
f(x)e´ix¨ξdx = ξk pf(ξ) . ˝

Corollary 3.12. P(ξ1, ¨ ¨ ¨ , ξn) pf(ξ) = F
[
P
(
1

i

B

Bx1
, ¨ ¨ ¨ ,

1

i

B

Bxn

)
f
]
(ξ) for all f P S (Rn) and polyno-

mial P.

Corollary 3.13. F : S (Rn) Ñ S (Rn).



Proof. Let P be a polynomial and α be a multi-index. By Corollary 3.10 and 3.12,

P(ξ)Dα
pf(ξ) ” P(ξ1, ¨ ¨ ¨ , ξn)

B |α|
pf

Bξα1
1 ¨ ¨ ¨ Bξαn

n

(ξ)

=
1

i|α|

[
P
(1
i

B

Bxi
, ¨ ¨ ¨ ,

1

i

B

Bxn

)[
xα1
1 x

α2
2 ¨ ¨ ¨ xαn

n f(x)
]]^

(ξ) ;

thus PDα
pf is the Fourier transform of a Schwartz function. By Proposition 3.4 and Lemma 3.8,

PDα
pf is bounded. ˝

Remark 3.14. There exists a duality under ^ between differentiability and rapid decrease: the
more differentiability f possesses, the more rapid decrease pf has and vice versa.

Definition 3.15. For all f P L1(Rn), we define operator F ˚ by

(F ˚f)(x) =
1

?
2π

n

ż

Rn

f(ξ)eix¨ξdξ .

The function F ˚f sometimes is also denoted by qf .

The operator F ˚, indicated implicitly by the way it is written, is the formal adjoint of F . To be
more precise, we have the following

Lemma 3.16. (Fu, v)L2(Rn) = (u,F ˚v)L2(Rn) for all u, v P S (Rn), where (¨, ¨)L2(Rn) is an inner
product on S (Rn) given by

(u, v)L2(Rn) =

ż

Rn

u(x)v(x) dx .

Proof. Since u, v P S (Rn), by Fubini’s Theorem,

(Fu, v)L2(Rn) =
1

?
2π

n

ż

Rn

( ż
Rn

u(x)e´ix¨ξdx
)
v(ξ) dξ

=
1

?
2π

n

ż

Rn

ż

Rn

u(x)eix¨ξv(ξ) dξ dx

=
1

?
2π

n

ż

Rn

u(x)

ż

Rn

eix¨ξv(ξ) dξ dx = (u,F ˚v)L2(Rn) . ˝

3.3 The Fourier Inversion Formula

We remind the readers that our goal is to prove (3.2), while having introduced operators F and F ˚,
it is the same as showing that F and F ˚ are inverse to each other; that is, we want to show that

FF ˚ = F ˚F = Id on S (Rn) .

For t ą 0 and x P R, let Pt(x) =
1

?
t
e´x2

2t . Note that Pt P S (R) and Pt is normalized so that

1
?
2π

ż 8

´8

Pt(x) dx = 1 .



Now we compute the Fourier transform of Pt. By Lemma 3.9, we find that

d pPt

dξ
(ξ) =

´i
?
2πt

ż

R
xPt(x)e

´ixξ dx =
´i

?
2πt

ż

R
xPt(x) cos(ξx) dx ´

1
?
2πt

ż

R
xPt(x) sin(ξx) dx .

Since the functions y = xPt(x) is absolutely integrable over R for each fixed t ą 0, the integral
ż

R
xPt(x) cos(ξx) dx converges absolutely; thus by the fact that x cos(ξx) are odd functions in x, we

have
ż

R
xPt(x) cos(ξx) dx = lim

RÑ8

ż R

´R

xPt(x) cos(ξx) dx = 0 .

As a consequence,
d pPt

dξ
(ξ) = ´

1
?
2πt

ż

R
xe´x2

2t sin(xξ)dx .

Similarly, pPt(ξ) =
1

?
2πt

ż

R
e´x2

2t cos(xξ)dx, and the integration by parts formula implies that

d pPt

dξ
(ξ)=

1
?
2πt

ż

R

B

Bξ

(
e´x2

2t cos(xξ)
)
dx = ´

1
?
2πt

ż

R
xe´x2

2t sin(xξ)dx

=´
1

?
2πt

lim
RÑ8

[
´ te´x2

2t sin(xξ)
ˇ

ˇ

ˇ

x=R

x=´R
+

ż R

´R

ξte´x2

2t cos(xξ) dx
]

=´
ξt

?
2πt

lim
RÑ8

ż R

´R

e´x2

2t cos(xξ) dx=´
ξt

?
2πt

lim
RÑ8

ż R

´R

e´x2

2t

[
cos(xξ) ´ i sin(xξ)

]
dx

=´
ξt

?
2πt

ż

R
e´x2

2t e´ixξdx = ´ξt pPt(ξ) ;

thus pPt(ξ) = Ce´
tξ2

2 . By the fact that pPt(0) =
1

?
2π

ż

R
Pt(x)dx = 1, we must have

pPt(ξ) = e´ 1
2
tξ2 . (3.6)

For x P Rn, if we define Pt(x) =
n
ś

k=1

Pt(xk) =
( 1

?
t

)n
e´

|x|2

2t , then (3.6) implies that pPt(ξ) = e´ 1
2
t|ξ|2 .

Therefore,
pPt(ξ) =

( 1
?
t

)n

P 1
t
(ξ)

which, together with the fact that qf(x) = pf(´x), further shows that

q

pPt(x) =
( 1

?
t

)n
xP 1

t
(´x) =

( 1
?
t

)n

e´ 1
2
t´1|x|2 = Pt(x) .

Similarly, p

qPt(ξ) = Pt(ξ), so we establish that

F ˚F (Pt) = FF ˚(Pt) = Pt . (3.7)

The proof of the following lemma is similar to that of Theorem 2.18.

Lemma 3.17. If g P S (Rn), then Pt˙g Ñ g uniformly on Rn as t Ñ 0+, where the convolution
operator ˙ is given by

(Pt˙g)(x) =
1

?
2π

n

ż

Rn

Pt(x ´ y)g(y) dy =
1

?
2π

n

ż

Rn

Pt(y)g(x ´ y) dy . (3.8)



Proof. Let ε ą 0 be given. Since g P S (Rn), g is uniformly continuous; thus there exists δ ą 0 such
that

ˇ

ˇg(x) ´ g(y)
ˇ

ˇ ă
ε

2
@ |x ´ y| ă δ .

Since 1
?
2π

n

ż

Rn

Pt(x) dx = 1, for all x P Rn we have

ˇ

ˇ(Pt˙g)(x) ´ g(x)
ˇ

ˇ =
1

?
2π

n

ˇ

ˇ

ˇ

ż

Rn

g(x ´ y)Pt(y) dy ´

ż

Rn

g(x)Pt(y) dy
ˇ

ˇ

ˇ

=
1

?
2π

n

ˇ

ˇ

ˇ

ż

Rn

(
(g(x ´ y) ´ g(x)

)
Pt(y) dy

ˇ

ˇ

ˇ

ď
ε

2

1
?
2π

n

ż

|y|ăδ

Pt(y) dy +
2}g}8
?
2π

n

ż

|y|ěδ

Pt(y) dy ,

so we obtain that
›

›(Pt˙g) ´ g
›

›

8
ď
ε

2
+

2}g}8
?
2π

n

ż

|y|ěδ

Pt(y) dy .

Note that as t Ñ 0+,
ż

|y|ąδ

Pt(y) dy =
1

?
t
n

ż

|y|ąδ

e´
|y|2

2t dy =

ż

|z|ą δ?
t

e´
|z|2

2 dz Ñ 0 ;

thus there exists h ą 0 such that if 0 ă |t| ă h,

2}g}8
?
2π

n

ż

|y|ěδ

Pt(y) dy ă
ε

2
.

Therefore, we conclude that
›

›(Pt˙g) ´ g
›

›

8
ă ε @ 0 ă t ă h

which shows that Pt˙g Ñ g uniformly as t Ñ 0+. ˝

Before proceeding, we establish a special case of the Fubini theorem for improper integrals which
will be used in the following discussion.

Proposition 3.18 (Fubini theorem - special case). Let f : Rn ˆ Rn Ñ C be absolutely integrable,
and g, h P L1(Rn). If |f(x, y)| ď |g(x)||h(y)| for all x, y P Rn, then

ż

R2n

f(x, y)d(x, y) ” lim
RÑ8

ż

[´R,R]2n
f(x, y)d(x, y)

=

ż

Rn

( ż
Rn

f(x, y) dy
)
dx =

ż

Rn

( ż
Rn

f(x, y) dx
)
dy .

Proof. Let ε ą 0 be given. Since g, h P L1(Rn), there exists R0 ą 0 such that
ż

([´R,R]n)A

[
|g(x)| + |h(x)|

]
dx ă

ε

1 + }g}L1(Rn) + }h}L1(Rn)

whenever R ą R0.



Therefore, the Fubini theorem for Riemann integral implies that
ż

Rn

( ż
Rn

f(x, y) dy
)
dx =

ż

[´R,R]n

( ż
Rn

f(x, y) dy
)
dx+

ż

([´R,R]n)A

( ż
Rn

f(x, y) dy
)
dx

=

ż

[´R,R]n

[( ż
[´R,R]n

+

ż

([´R,R]n)A

)
f(x, y) dy

]
dx+

ż

([´R,R]n)A

( ż
Rn

f(x, y) dy
)
dx

=

ż

[´R,R]2n
f(x, y)d(x, y) +

ż

[´R,R]n

( ż
([´R,R]n)A

f(x, y) dy
)
dx+

ż

([´R,R]n)A

( ż
Rn

f(x, y) dy
)
dx ;

thus by the fact that |f(x, y)| ď |g(x)||h(y)|,
ˇ

ˇ

ˇ

ż

Rn

( ż
Rn

f(x, y) dy
)
dx ´

ż

[´R,R]2n
f(x, y)d(x, y)

ˇ

ˇ

ˇ

ď

ż

[´R,R]n

( ż
([´R,R]n)A

|g(x)||h(y)| dy
)
dx+

ż

([´R,R]n)A

( ż
Rn

|g(x)||h(y)| dy
)
dx

ď }g}L1(Rn)

ż

([´R,R]n)A

|h(y)| dy + }h}L1(Rn)

ż

([´R,R]n)A

|g(x)| dx

ă

(
}g}L1(Rn) + }h}L1(Rn)

)
ε

1 + }g}L1(Rn) + }h}L1(Rn)

ă ε

whenever R ą R0. ˝

Lemma 3.19. If f and g P S (Rn), then

( qf˙g)(x) =
1

?
2π

n

ż

Rn

f(ξ)eix¨ξ
pg(ξ) dξ .

Proof. By definition of qf and convolution,

( qf˙g)(x) =
1

?
2π

n

ż

Rn

qf(x ´ y)g(y) dy =
( 1

2π

)n
ż

Rn

( ż
Rn

f(ξ)e´i(x´y)¨ξg(y) dξ
)
dy .

Since the function F (ξ, y) ” f(ξ)g(y)e´i(x´y)¨ξ has the property that |F (ξ, y)| ď |f(ξ)||g(y)| for some
f, g P S (Rn), the Fubini theorem (Proposition 3.18) implies that

( qf˙g)(x) =
( 1

2π

)n
ż

Rn

( ż
Rn

f(ξ)e´ix¨ξeiy¨ξg(y) dy
)
dξ

=
1

?
2π

n

ż

Rn

f(ξ)e´ix¨ξ
( 1

?
2π

n

ż

Rn

eiy¨ξg(y) dy
)
dξ =

( 1

2π

)n
ż

Rn

f(ξ)e´ix¨ξ
pg(ξ) dξ . ˝

Theorem 3.20 (Fourier Inversion Formula). If g P S (Rn), then q

pg = p

qg(ξ) = g(ξ). In other words,
FF ˚ = F ˚F = Id.

Proof. Apply Lemma 3.19 with f(ξ) = pPt(ξ) = e´ 1
2
t|ξ|2 , using (3.7) we find that

(Pt˙g)(x) = ( qf˙g)(x) =
1

?
2π

n

ż

Rn

e´ 1
2
t|ξ|2eix¨ξ

pg(ξ) dξ .

Letting t Ñ 0+, by Lemma 3.17 it suffices to show that

lim
tÑ0+

ż

Rn

e´ 1
2
t|ξ|2eix¨ξ

pg(ξ) dξ =

ż

Rn

eix¨ξ
pg dξ .



To see this, let ε ą 0 be given. Since pg P S (Rn), there exists R ą 0 such that
ż

B(0,R)A

ˇ

ˇ

pg(ξ)
ˇ

ˇ dξ ă
ε

2
.

For this particular R, there exists δ ą 0 such that if 0 ă t ă δ,
tR2

2
}pg}L1(Rn) ă

ε

2
.

Therefore, if 0 ă t ă δ, using the fact that 1 ´ e´x ď x for x ą 0,
ˇ

ˇ

ˇ

ż

Rn

e´ 1
2
t|ξ|2eix¨ξ

pg(ξ) dξ ´

ż

Rn

eix¨ξ
pg dξ

ˇ

ˇ

ˇ

ď

( ż
B(0,R)

+

ż

B(0,R)A

)
ˇ

ˇe´ 1
2
t|ξ|2 ´ 1

ˇ

ˇ

ˇ

ˇ

pg(ξ)
ˇ

ˇ dξ

ď
1

2
tR2

ż

B(0,R)

ˇ

ˇ

pg(ξ)
ˇ

ˇ dξ +

ż

B(0,R)A

ˇ

ˇ

pg(ξ)
ˇ

ˇ dξ ă ε .

Therefore,
g(x) =

1
?
2π

n

ż

Rn

pg(ξ)eix¨ξdξ = q

pg(x) .

Let r denote the reflection operator given by rf(x) = f(´x). Then the change of variable formula
implies that

qg(ξ) =
1

?
2π

n

ż

Rn

g(x)eix¨ξdx =
1

?
2π

n

ż

Rn

g(x)e´i(´x)¨ξdx

=
1

?
2π

n

ż

Rn

g(´x)e´ix¨ξdx = p

rg(ξ) .

On the other hand,
qg(ξ) =

1
?
2π

n

ż

Rn

g(x)e´ix¨(´ξ)dx = pg(´ξ) = r

pg(ξ) ;

thus pqg(ξ) = p

r

pg(ξ) = q

pg(ξ) = g(ξ). ˝

Corollary 3.21. F : S (Rn) Ñ S (Rn) is a bijection.

Remark 3.22. In view of the Fourier Inversion Formula (Theorem 3.20), F ˚ sometimes is written
as F ´1, and is called the inverse Fourier transform.

We have established the Fourier inversion formula for Schwartz class functions. Our goal next is
to show that the Fourier inversion formula holds (in certain sense) for absolutely integrable function
whose Fourier transform is also absolutely integrable. Motivated by the Fourier inversion formula,
we would like to show, if possible, that

p

qf =
q

pf = f @ f P L1(Rn) such that pf P L1(Rn).

The above assertion cannot be true since p

qf and q

pf are both continuous (by Proposition 3.3) while
f P L1(Rn) which is not necessary continuous. However, we will prove that the identity above holds
for points x at which f is continuous.

Before proceeding, let us discuss some properties concerning the Fourier transform the product
and the convolution of two Schwartz class functions.



Theorem 3.23. If f, g P S (Rn), then F (f˙g) = pf pg. In particular, f˙g P S (Rn) if f, g P S (Rn).

Proof. By the definition of the Fourier transform and the convolution,

zf˙g(ξ) =
1

?
2π

nF
( ż

Rn

f(¨ ´ y)g(y) dy
)
(ξ)

=
1

(2π)n

ż

Rn

[ ż
Rn

f(x ´ y)g(y) dy
]
e´ix¨ξdx

=
1

(2π)n

ż

Rn

f(x)
( ż

Rn

g(y)e´i(x+y)¨ξdx
)
dy

=
( 1

?
2π

n

ż

Rn

f(x)e´ix¨ξdx
)( 1

?
2π

n

ż

Rn

g(y)e´iy¨ξdy
)

which concludes the theorem. ˝

Corollary 3.24. F ˚(f˙g) = qf qg, xfg = pf˙pg and |fg = qf˙qg for all f, g P S (Rn).

Exercise: Show that F ( pf ¨ g) = rf˙pg for all f , g P S (Rn).

Theorem 3.25 (Plancherel formula for S (Rn)). If f , g P S (Rn), then

(f, g)L2(Rn) = ( pf, pg)L2(Rn).

Proof. Recall that (f, g)L2(Rn) =

ż

Rn

f(x)g(x)dx. By the Fubini theorem (Proposition (3.18)),

( qf, g)L2(Rn) =

ż

Rn

qf(x)g(x) dx =

ż

Rn

[
1

?
2π

n

ż

Rn

f(ξ)eix¨ξdξ
]
g(x) dx

=

ż

Rn

f(ξ)
[

1
?
2π

n

ż

Rn

g(x)e´ix¨ξdx
]
dξ = (f, pg)L2(Rn) .

Therefore, (f, g)L2(Rn) = (
q

pf, g)L2(Rn) = ( pf, pg)L2(Rn). ˝

Lemma 3.26. Let f P L1(Rn) and g P S (Rn). Then x pf, gy = xf, pgy and x qf, gy = xf, qgy, where
xf, gy =

ż

Rn

f(x)g(x) dx.

Proof. We only prove x pf, gy = xf, pgy if f P L1(Rn) and g P S (Rn). By Proposition 3.4, pf is
bounded and continuous on Rn; thus pfg is an absolutely integrable continuous function. By the
Fubini Theorem (Proposition 3.18),

x pf, gy =

ż

Rn

( 1
?
2π

n

ż

Rn

f(x)e´ix¨ξdx
)
g(ξ)dξ =

1
?
2π

n

ż

Rn

( ż
Rn

f(x)g(ξ)e´ix¨ξdx
)
dξ

=
1

?
2π

n

ż

Rn

( ż
Rn

f(x)g(ξ)e´ix¨ξdξ
)
dx =

ż

Rn

f(x)
( 1

?
2π

n

ż

Rn

g(ξ)e´ix¨ξdξ
)
dx

which is exactly xf, pgy. ˝

Remark 3.27. Even though in general an square integrable function might not be integrable, using
the Plancherel formula the Fourier transform of L2-functions can still be defined. Note that the
Plancherel formula provides that

}f}L2(Rn) = } pf}L2(Rn) @ f P S (Rn) . (3.9)



If f P L2(Rn); that is, |f | is square integrable, by the fact that S (Rn) is dense in L2(Rn), there exists
a sequence tfku8

k=1 Ď S (Rn) such that lim
kÑ8

}fk ´ f}L2(Rn) = 0. Then tfku8
k=1 is a Cauchy sequence

in L2(Rn); thus (3.9) implies that t pfku8
k=1 is also a Cauchy sequence in L2(Rn). By the completeness

of L2(Rn), there exists g P L2(Rn) such that

lim
kÑ8

} pfk ´ g}L2(Rn) = 0 .

We note that such a limit g is independent of the choice of sequence tfku8
k=1 used to approximate

f ; thus we can denote this limit g as pf . In other words, F : L2(Rn) Ñ L2(Rn). Moreover, by that
fk Ñ f and pfk Ñ pf in L2(Rn) as k Ñ 8, we find that

}f}L2(Rn) = } pf}L2(Rn) @ f P L2(Rn) ,

and the parallelogram law further implies that (f, g)L2(Rn) = ( pf, pg)L2(Rn) for all f, g P L2(Rn). Similar
argument applies to the case of inverse transform of L2-functions; thus we conclude that

(f, g)L2(Rn) = ( pf, pg)L2(Rn) = ( qf, qg)L2(Rn) @ f, g P L2(Rn) . (3.10)

Next, we shall establish some useful tools in analysis that can be applied in a wide range of
applications. Those tools are fundamental in real analysis; however, we assume only knowledge
of elementary analysis again to derive those results. We first define the class of locally integrable
functions.

Definition 3.28. The space L1
loc(Rn) consists of all functions (defined on Rn) that are absolutely

integrable over all bounded open subsets of Rn and whose integrals are absolute convergent. In other
words,

L1
loc(Rn) =

!

f : Rn Ñ C
ˇ

ˇ

ˇ

ż

U
f(x) dx is absolutely convergent for all bounded open U Ď Rn

)

.

Again, we emphasize that we abuse the notation L1
loc(Rn) which in fact stands for a larger class

of functions. We also note that L1(Rn) Ď L1
loc(Rn).

Lemma 3.29. Let ϕ : Rn Ñ R be a smooth function with compact support, and f P L1
loc(Rn). Then

ż 8

´8

ϕ(x ´ y)f(y) dy is smooth.

Proof. It suffices to show that

B

Bxj

ż 8

´8

ϕ(x ´ y)f(y) dy =

ż 8

´8

ϕxj
(x ´ y)f(y) dy .

Since ϕ has compact support, ϕxj
is uniformly continuous on R; thus there exists δ ą 0 such that

ˇ

ˇϕxj
(z1) ´ ϕxj

(z2)
ˇ

ˇ ă
ε

1 +

ż 8

´8

|f(y)| dy

@ |z1 ´ z2| ă δ .

Define g(x) =
ż 8

´8

ϕ(x ´ y)f(y) dy. Then for some function ϑ : R Ñ (0, 1),

ϕ(x+ hej ´ y) ´ ϕ(x ´ y)

h
= ϕxj

(x ´ y + ϑ(h)hej) ;



thus if |h| ă δ,
ˇ

ˇ

ˇ

g(x+ hej) ´ g(x)

h
´

ż 8

´8

ϕxj
(x ´ y)f(y) dy

ˇ

ˇ

ˇ

=

ż 8

´8

ˇ

ˇ

ˇ

ϕ(x+ hej ´ y) ´ ϕ(x ´ y)

h
´ ϕxj

(x ´ y)
ˇ

ˇ

ˇ

ˇ

ˇf(y)
ˇ

ˇ dy

=

ż 8

´8

ˇ

ˇϕxj
(x ´ y + ϑ(h)hej) ´ ϕxj

(x ´ y)
ˇ

ˇ

ˇ

ˇf(y)
ˇ

ˇ dy ă ε .

This implies that gxj
(x) =

ż 8

´8

ϕxj
(x ´ y)f(y) dy. ˝

A special class of functions will be used as the role of ϕ in Lemma 3.29. Let ζ : R Ñ R be a
smooth function defined by

ζ(x) =

#

exp
( 1

x2 ´ 1

)
if |x| ă 1 ,

0 if |x| ě 1 .

For x P Rn, define η1(x) = Cζ(|x|), where C is chosen so that
ż

Rn

η1(x) d = 1. The change of
variables formula then implies that ηε(x) ” ε´nη1(x/ε) has integral 1.

Definition 3.30. The sequence tηεuεą0 is called the standard mollifiers.

Example 3.31. Let f = 1[a,b], the characteristic/indicator function of the closed interval [a, b]. Then
for ε ! 1, the function ηεˇ f =

?
2πηε˙f is smooth and has the property that

(ηεˇ f)(x) =
"

1 if x P [a+ ε, b ´ ε] ,

0 if x P [a ´ ε, b+ ε]A,

and 0 ď f ď 1. Therefore, ηεˇ f converges pointwise to f on Rzta, bu.

Since ηε is supported in the closure of B(0, ε), Lemma 3.29 implies that for any f P L1
loc(Rn), ηεˇ f

is smooth function. The following lemma shows that ηεˇ f converges to f at points of continuity of
f .

Lemma 3.32. Let f P L1(Rn) and x0 be a continuity of f . Then

(ηεˇ f)(x0) =
?
2π

n
(ηε˙f)(x0) Ñ f(x0) as ε Ñ 0 .

Proof. Let ϵ ą 0 be given. Since f is continuous at x0, there exists δ ą 0 such that
ˇ

ˇf(y) ´ f(x0)
ˇ

ˇ ă
ϵ

2
@ |y ´ x0| ă δ .

Therefore, by the fact that
ż

Rn

ηε(x0 ´ y) dy = 1, if 0 ă ε ă δ,

ˇ

ˇ(ηεˇ f)(x0) ´ f(x0)
ˇ

ˇ =
ˇ

ˇ

ˇ

ż

Rn

ηε(x0 ´ y)f(y) dy ´

ż

Rn

ηε(x0 ´ y)f(x0) dy
ˇ

ˇ

ˇ

ď

ż

B(x0,ε)

ηε(x0 ´ y)
ˇ

ˇf(y) ´ f(x0)
ˇ

ˇ dy

ď
ϵ

2

ż

B(x0,ε)

ηε(x0 ´ y) dy ă ϵ

which implies (ηεˇ f)(x0) Ñ f(x0) as ε Ñ 0. ˝



Lemma 3.33. Let f P L1
loc(Rn). If xf, gy = 0 for all g P S (Rn), then f(x) = 0 for all x P

␣

y P

Rn
ˇ

ˇ f is continuous at y
(

.

Proof. W.L.O.G. we can assume that f is real-valued. Let tηεuεą0 be the standard mollifiers, x0 be
a point of continuity of f , and fε ” ηεˇ f =

?
2π

n
(ηε˙f). Then Lemma 3.29 shows that fε are

smooth for all ε ą 0.
Define g(x) ” η1(x ´ x0)fε(x). Then g P S (Rn) since fε, η1 are smooth and η1(¨ ´ x0) vanishes

outside D(x0, 1). Since ηε, g P S (Rn), Theorem 3.23 implies that ηεˇ g ”
?
2π

n
(ηε˙g) P S (Rn);

thus
xf, ηεˇ gy = 0 @ ε ą 0 .

Since f P L1(Rn) and g P S (Rn), the function F (x, y) = f(x)g(y) is absolutely integrable over
Rn ˆ Rn. Moreover, by the boundedness and continuity of ηε, the comparison test implies that the
function G(x, y) = F (x, y)ηε(x ´ y) is also absolutely integrable over Rn ˆ Rn. Since

ˇ

ˇG(x, y)
ˇ

ˇ ď

C
ˇ

ˇf(x)
ˇ

ˇ

ˇ

ˇg(y)
ˇ

ˇ, the Fubini theorem (Proposition 3.18) implies that

xf, ηεˇ gy =

ż

Rn

f(x)
( ż

Rn

ηε(x ´ y)g(y) dy
)
dx =

ż

Rn

g(y)
( ż

Rn

ηε(x ´ y)f(x) dx
)
dy ;

thus by the fact that ηε(x´y) = ηε(y´x) we conclude that xf, ηεˇ gy = xηεˇ f, gy. As a consequence,

0 = xf, ηεˇ gy = xηεˇ f, η1(¨ ´ x0)(ηεˇ f)y =
ż

Rn

η1(x ´ x0)
ˇ

ˇ(ηεˇ f)(x)
ˇ

ˇ

2
dx

which implies that ηεˇ f = 0 on B(x0, 1). We then conclude from Lemma 3.32 that (ηεˇ f)(x0) Ñ

f(x0) as ε Ñ 0. ˝

Now we state the Fourier inversion formula for functions of more general class.

Theorem 3.34 (Fourier Inversion Formula). Let f : Rn Ñ R be an absolutely integrable function
such that pf is also absolutely integrable. Then

q

pf(x) = f(x) @x P
␣

y P Rn
ˇ

ˇ f is continuous at y
(

.

Proof. Let f : Rn Ñ R be such that f, pf P L1(Rn). By Lemma 3.26 and the Fourier inversion formula
for Schwartz class functions (Theorem 3.20),

x
q

pf, gy = x pf, qgy = xf, pqgy = xf, gy @ g P S (Rn) .

In other words, if f, pf P L1(Rn),

x
q

pf ´ f, gy = 0 @ g P S (Rn) .

Noting that Proposition 3.4 implies that q

pf P L1
loc(Rn), Lemma 3.33 shows that q

pf ´ f = 0 on the set
␣

y P Rn
ˇ

ˇ

q

pf ´ f is continuous at y
(

. The theorem is then concluded since q

pf is continuous, again by
Proposition 3.4. ˝



Remark 3.35. Since an integrable function f : Rn Ñ R must be continuous almost everywhere
on Rn, Theorem 3.34 implies that if f : Rn Ñ R is a function such that f , pf P L1(Rn), then q

pf = f

almost everywhere.

Remark 3.36. In some occasions (especially in engineering applications), the Fourier transform and
inverse Fourier transform of a (Schwartz) function f are defined by

pf(ξ) =

ż

Rn

f(x)e´i2πx¨ξdx and qf(x) =

ż

Rn

f(ξ)ei2πx¨ξdξ . (3.11)

Using this definition, we still have

1. q

pf =
p

qf = f for all f P S (Rn);

2. if f P L1(Rn) and pf P L1(Rn), then q

pf(x) = f(x) for all x at which f is continuous.

3.4 The Fourier Transform of Generalized Functions

It is often required to consider the Fourier transform of functions which do not belong to L1(Rn).
For example, the normalized sinc function sinc : R Ñ R defined by

sinc(x) =

$

&

%

sin(πx)
πx

if x ‰ 0 ,

1 if x = 0 ,
(3.12)

does not belong to L1(R) but it is a very important function in the study of signal processing.

Figure 2: The graphs of unnormalized and normalized sinc functions (from wiki)

Moreover, there are “functions” that are not even functions in the traditional sense. For example,
in physics and engineering applications the Dirac delta “function” δ is defined as the “function”
which validates the relation

ż

Rn

δ(x)ϕ(x) dx = ϕ(0) @ϕ P C (Rn)

In fact, there is no function (in the traditional sense) satisfying the property given above. Can we
take the Fourier transform of those “functions” as well? To understand this topic better, it is required
to study the theory of distributions.



The fundamental idea of the theory of distributions (generalized functions) is to identify a function
v defined on Rn with the family of its integral averages

v «

ż

Rn

v(x)ϕ(x) dx @ϕ P C 8
c (Rn) ,

where C 8
c (Rn) denotes the collection of C 8-functions with compact support, and is often denoted by

D(Rn) in the theory of distributions. Note that this makes sense for any locally integrable function
v, and D(Rn) Ď S (Rn).

To understand the meaning of distributions, let us turn to a situation in physics: measuring the
temperature. To measure the temperature T at a point a, instead of outputting the exact value of
T (a) the thermometer instead outputs the overall value of the temperature near a point. In other
words, the reading of the temperature is determined by a pairing of the temperature distribution
with the thermometer. The role of the test function ϕ is like the thermometer used to measure the
temperature.

The Fourier transform can be defined on the space of tempered distributions, a smaller class of
generalized functions. A tempered distribution on Rn is a continuous linear functional on S (Rn).
In other words, T is a tempered distribution if

T : S (Rn) Ñ C, T (cϕ+ ψ) = cT (ϕ) + T (ψ) for all c P C and ϕ, ψ P S (Rn),
and lim

jÑ8
T (ϕj) = T (ϕ) if tϕju

8
j=1 Ď S (Rn) and ϕj Ñ ϕ in S (Rn).

The convergence in S (Rn) is described by semi-norms, and is given in the following

Definition 3.37 (Convergence in S (Rn)). For each k P N, define the semi-norm

pk(u) = sup
xPRn,|α|ďk

xxyk|Dαu(x)| ,

where xxy = (1+|x|2)
1
2 . A sequence tuju

8
j=1 Ď S (Rn) is said to converge to u in S (Rn) if pk(uj´u) Ñ

0 as j Ñ 8 for all k P N.

We note that pk(u) ď pk+1(u), so tuju
8
j=1 Ď S (Rn) converges to u in S (Rn) if pk(uj ´ u) Ñ 0

as j Ñ 8 for k " 1. We also note that if tuju
8
j=1 converge to u in S (Rn), then tuju

8
j=1 converges

uniformly to u on Rn.

Definition 3.38 (Tempered Distributions). A linear map T : S (Rn) Ñ C is continuous if for each
k P N, there exists some constant Ck such that

ˇ

ˇxT, uy
ˇ

ˇ ď Ckpk(u) @u P S (Rn) ,

where xT, uy ” T (u) is the usual notation for the value of T at u. The collection of continuous linear
functionals on S (Rn) is denoted by S (Rn)1. Elements of S (Rn)1 are called tempered distribu-
tions.



Remark 3.39. Every Lp-function f : Rn Ñ C can be viewed as a tempered distribution for all
p P [1,8]. In fact, the tempered distribution Tf associated with f is defined by

Tf (ϕ) =

ż

Rn

f(x)ϕ(x) dx @ϕ P S (Rn) . (3.13)

Since we have use x¨, ¨y for the integral of product of functions, the value of the tempered distribution
of f at ϕ is exactly xf, ϕy for all ϕ P S (Rn). This should explain the use of the notation xT, ϕy.

Now we show that Tf given by (3.13) is indeed a tempered distribution. Let ϕ P S (Rn) be given.
Then }ϕ}L8(Rn) ď pk(ϕ) for all k P N, while for 1 ď q ă 8 and k ą

n

q
,

}ϕ}Lq(Rn) =
( ż

Rn

xxy´kq
[
xxyk|ϕ(x)|

]q
dx

) 1
q

ď

( ż
Rn

xxy´kq dx
) 1

q
pk(ϕ)

ď

(
ωn´1

ż 8

0

(1 + r2)´
kq
2 rn´1dr

) 1
q
pk(ϕ) .

Note that
ż 8

0
(1 + r2)´

kq
2 rn´1dr ă 8 if k ą

n

q
; thus for all q P [1,8], there exists Ck,q,n ą 0 such

that
}ϕ}Lq(Rn) ď Ck,q,npk(ϕ) @ k ą

n

q
. (3.14)

Therefore, if f P Lp(Rn),
ˇ

ˇxf, ϕy
ˇ

ˇ ď }f}Lp(Rn)}ϕ}Lp1 (Rn) ď Ck,p1,n}f}Lp(Rn)pk(ϕ) @ k " 1

which shows that Tf P S (Rn)1 if f P Lp(Rn).

Example 3.40. Let B ą 0 be given. For each sequence tckukPZ P ℓp
(

that is,
8
ř

k=´8

|ck|p ă 8

)
, we

are interested in the function
f(x) =

8
ÿ

k=´8

cksinc(2Bx ´ k) .

We note that if 1 ď p ă 8, the fact that
ˇ

ˇsinc(2Bx ´ k)
ˇ

ˇ ď min
!

1,
1

π
ˇ

ˇ2Bx ´ k
ˇ

ˇ

)

implies that the series
8
ř

k=´8

cksinc(2Bx ´ k) converges pointwise on R. Therefore, f(x) is a well-

defined function. We would like to know if f defines a tempered distribution.
Define T : S (R) Ñ R (or C) by

xT, ϕy =
1

2B

8
ÿ

k=´8

ck
@

sinc, d2Bτ´k
2B
ϕ
D

. (3.15)

We would like to show that T P S (R)1. To see this, we note that if k ‰ 0, using the Plancherel
formula and integrating by parts,

@

sinc, d2Bτ´k
2B
ϕ
D

=
@

}sinc, {d2Bτ´k
2B
ϕ
D

= 2B
@

Π, d 1
2B

zτ´k
2B
ϕ
D

=
@

d2BΠ, pϕ(ξ)e
πikξ
B

D

=

ż B

´B

pϕ(ξ)e
πikξ
B dξ =

B

πik

[
pϕ(ξ)e

πikξ
B

ˇ

ˇ

ˇ

ξ=B

ξ=´B
´

ż B

´B

pϕ 1(ξ)e
πikξ
B dξ

]
=

B

πik

[
(´1)k

(
pϕ(B) ´ pϕ(´B)

)
´

ż B

´B

pϕ 1(ξ)e
πikξ
B dξ

]
.



By the Cauchy-Schwarz inequality, the Plancherel formula and Corollary 3.10, we find that for ℓ P N,
ˇ

ˇ

ˇ

ż B

´B

pϕ 1(ξ)e
πikξ
B dξ

ˇ

ˇ

ˇ
ď

?
2B}pϕ 1}L2(R) =

?
2B

π

( ż
R

ˇ

ˇ
{πixϕ(x)

ˇ

ˇ

2
(ξ) dξ

) 1
2

ď
?
2B

( ż
R
x2ϕ(x)2 dx

) 1
2

ď
?
2B

( ż
R

xxy´2xxy2ℓ+2ϕ(x)2 dx
) 1

2

ď
?
2B

(
pℓ+1(ϕ)

2

ż

R
xxy´2 dx

) 1
2

ď Cℓpℓ+1(ϕ) @ ℓ P N .

Therefore, by the fact that }pϕ}L8(R) ď }ϕ}L1(R), using (3.14) we find that if k ‰ 0,

ˇ

ˇ

@

sinc, d2Bτ´k
2B
ϕ
Dˇ

ˇ ď
B

π|k|

[
2}ϕ}L1(R) +

ˇ

ˇ

ˇ

ż B

´B

pϕ 1(ξ)e
πikξ
B dξ

ˇ

ˇ

ˇ

]
ď

1

|k|
Cℓpℓ(ϕ) @ ℓ " 1 .

On the other hand, using (3.14) again we have
ˇ

ˇ

@

sinc, d2Bτ 0
2B
ϕ
Dˇ

ˇ ď 2B}ϕ}L1(R) ď Cℓpℓ(ϕ) @ ℓ " 1 .

Therefore, if 1 ď p ă 8 and 1

p
+

1

q
= 1, the Hölder inequality shows that

ˇ

ˇxT, ϕy
ˇ

ˇ ď
1

2B

( 8
ÿ

k=´8

|ck|p
) 1

p
( 8

ÿ

k=´8

ˇ

ˇ

@

sinc, d2Bτ´k
2B
ϕ
Dˇ

ˇ

q
) 1

q
ď Cℓpℓ(ϕ) @ ℓ " 1 .

From now on, we identify f with the tempered distribution Tf if f P Lp(Rn). For example, if
T P S (Rn)1 and f : Rn Ñ C is bounded or integrable, we say that T = f in S (Rn)1 if T = Tf ,
where Tf is the tempered distribution associated with the function f .

Remark 3.41. Let f(x) = ex
4

P L1
loc(Rn). Then xTf , e

´x2
y = 8. Therefore, being in L1

loc(Rn) is not
good enough to generate elements in S (Rn)1, and it requires that |f(x)| ď C(1 + |x|N) for any N .
In such a case, Tf P S (Rn)1 is well-defined.

Example 3.42 (Dirac delta function). Consider the map δ : C (Rn) Ñ R defined by δ(ϕ) = ϕ(0).
Since the convergence in S (Rn) implies pointwise convergence, we immediately conclude that δ P

S (Rn)1.

As shown in the example above, a tempered distribution might not be defined in the pointwise
sense. Therefore, how to define usual operations such as translation, dilation, and reflection on gener-
alized functions should be answered prior to define the Fourier transform of tempered distributions.
For completeness, let us start from providing the definitions of translation, dilation and reflection
operators.

Definition 3.43 (Translation, dilation, and reflection). Let f : Rn Ñ C be a function.

1. For h P Rn, the translation operator τh maps f to τhf given by (τhf)(x) = f(x ´ h).

2. For λ ą 0, the dilation operator dλ : S (Rn) Ñ S (Rn) maps f to dλf given by (dλf)(x) =

f(λ´1x).



3. The Reflection operator r maps f to rf given by rf(x) = f(´x).

Now suppose that T P S (Rn)1. We expect that τhT , dλT and rT are also tempered distributions,
so we need to provide the values of xτhT, ϕy, xdλT, ϕy and xrT , ϕy for all ϕ P S (Rn). If T = Tf is
the tempered distribution associated with f P L1(Rn), then for ϕ P S (Rn), the change of variable
formula implies that

xτhf, gy =

ż

Rn

f(x ´ h)g(x) dx =

ż

Rn

f(x)g(x+ h) dx = xf, τ´hgy ,

xdλf, gy =

ż

Rn

f(λ´1x)g(x) dx =

ż

Rn

f(x)g(λx)λn dx = xf, λndλ´1gy ,

x rf, gy =

ż

Rn

f(´x)g(x) dx =

ż

Rn

f(x)g(´x) dx = xf, rgy .

The computations above motivate the following

Definition 3.44. Let h P Rn, λ ą 0, and τh and dλ be the translation and dilation operator given
in Definition 3.43. For T P S (Rn)1, τhT , dλT and rT are the tempered distributions defined by

xτhT, ϕy = xT, τ´hϕy , xdλT, ϕy = xT, λndλ´1ϕy and xrT , ϕy = xT, rϕy @ϕ P S (Rn) .

From the experience of defining the translation, dilation and reflection of tempered distribution,
now we can talk about how to defined Fourier transform of tempered distributions. Recall that in
Lemma 3.26 we have established that

x pf, gy = xf, pgy and x qf, gy = xf, qgy @ f P L1(Rn), g P S (Rn) .

Since the identities above hold for all L1-functions f (and L1-functions corresponds to tempered
distributions Tf through (3.13)), we expect that the Fourier transform of tempered distributions has
to satisfy the identities above as well. Let T P S (Rn)1 be given, and define pT : S (Rn) Ñ C by

pT (ϕ) = xpT , ϕy ” xT, pϕy @ϕ P S (Rn) . (3.16)

Since for k P N,

pk(pϕ) = sup
ξPRn,|α|ďk

xξyk
ˇ

ˇDα
pϕ(ξ)

ˇ

ˇ = sup
ξPRn,|α|ďk

xξyk
ˇ

ˇ
{xαϕ(x)

ˇ

ˇ(ξ)

ď C
ÿ

|β|=k

sup
ξPRn,|α|ďk

ˇ

ˇ

ˇ
F

[
Dβ

(
xαϕ(x)

)]
(ξ)

ˇ

ˇ

ˇ
ď C

ÿ

|α|ďk,|β|=k

›

›Dβ
(
xαϕ(x)

)›
›

L1(Rn)

ď C
ÿ

|α|ďk,|β|=k

›

›xxy´n´1
›

›

L1(Rn)

›

›xxyn+1Dβ
(
xαϕ(x)

)›
›

L8(Rn)
ď Cpn+k+1(ϕ)

for some constant C ą 0, by the fact that for each k P N there exists Ck ą 0 such that
ˇ

ˇxT, ϕy
ˇ

ˇ ď

Ckpk(ϕ) for all k P N, we find that
ˇ

ˇxpT , ϕy
ˇ

ˇ =
ˇ

ˇxT, pϕy
ˇ

ˇ ď Ckpk(pϕ) ď rCkpk+n+1(ϕ) @ k P N

for some constant rCk ą 0. Therefore, pT defined by (3.16) is a tempered distribution. Similarly,
qT : S (Rn) Ñ C defined by xqT , ϕy = xT, qϕy for all ϕ P S (Rn) is also a tempered distribution. The
discussion above leads to the following



Definition 3.45. Let T P S (Rn)1. The Fourier transform of T and the inverse Fourier transform of
T , denoted by pT and qT respectively, are tempered distributions satisfying

xpT , ϕy = xT, pϕy and xqT , ϕy = xT, qϕy @ϕ P S (Rn) .

In other words, if T P S (Rn)1, then pT , qT P S (Rn)1 as well and the actions of pT , qT on ϕ P S (Rn)

are given in the relations above.

Example 3.46 (The Fourier transform of the Dirac delta function). Consider the Dirac delta function
δ : S (Rn) Ñ C defined in Example 3.42. Then for ϕ P S (Rn),

xδ, pϕy = pϕ(0) =
1

?
2π

n

ż

Rn

ϕ(x)e´ix¨0 dx =
1

?
2π

n

ż

Rn

ϕ(x) dx = x
1

?
2π

n , ϕy ;

thus the Fourier transform of the Dirac delta function is a constant function and pδ(ξ) =
1

?
2π

n .

Similarly, qδ(ξ) = 1
?
2π

n , so pδ = qδ.

One can also consider the Dirac delta function at point ω, denoted by δω or δ(¨´ω)(” τωδ), given
by

δω(ϕ) = ϕ(ω) @ϕ P S (Rn)

which is often written as
ż

Rn

δ(x ´ ω)ϕ(x) dx = xδω, ϕy. Then for ϕ P S (Rn),

xδω, pϕy = pϕ(ω) =
1

?
2π

n

ż

Rn

ϕ(x)e´ix¨ω dx = x
e´ix¨ω

?
2π

n , ϕy ” x pδω, ϕy ;

thus the Fourier transform of the Dirac delta function at point ω is the function pδω(ξ) =
e´iξ¨ω

?
2π

n . The

inverse Fourier transform of δω can be computed in the same fashion and we have qδω(ξ) =
eiξ¨ω

?
2π

n .

We note that qδω =
r

pδω =
p

rδω.
Symbolically, “assuming” that δω(ϕ) = ϕ(ω) for all continuous function ϕ,

pδω(ξ) =
1

?
2π

n

ż

Rn

δω(x)e
´ix¨ξ dx =

1
?
2π

n e
´ix¨ξ

ˇ

ˇ

ˇ

x=ω
=

e´iξ¨ω

?
2π

n

and
qδω(ξ) =

1
?
2π

n

ż

Rn

δω(x)e
ix¨ξ dx =

1
?
2π

n e
ix¨ξ

ˇ

ˇ

ˇ

x=ω
=

eiξ¨ω

?
2π

n

Example 3.47 (The Fourier transform of eix¨ω). By “definition”, for ϕ P S (Rn),

xeix¨ω, pϕy =
1

?
2π

n

ż

R
eiξ¨ω

( ż
R
ϕ(x)e´ix¨ξ dx

)
dξ =

1
?
2π

n

ż

R

( ż
R
ϕ(x)e´i(x´ω)¨ξ dx

)
dξ .

Noting that the Fourier inversion formula implies that

ϕ(ω) =
q

pϕ(ω) =
1

(2π)n

ż

R

( ż
R
ϕ(x)e´i(x´ω)¨ξ dx

)
dξ ;

thus
xeix¨ω, pϕ y =

?
2π

n
ϕ(ω) = x

?
2π

n
δω, ϕy .



Therefore, the Fourier transform of the function s(x) = eix¨ω is
?
2π

n
δω. where δω is the Dirac delta

function at point ω. We note that this result also implies that

q

pδω = δω @ω P Rn .

Similarly, p

qδω = δω for all ω P Rn; thus the Fourier inversion formula is also valid for the Dirac δ
function.

Example 3.48 (The Fourier Transform of the Sine function). Let s(x) = sinωx, where ω denotes
the frequency of this sine wave. Since sinωx =

eiωx ´ e´iωx

2i
, we conclude that the Fourier transform

of s(x) = sinωx is ?
2π

2i

(
δω ´ δ´ω

)
.

Theorem 3.49. Let T P S (Rn)1. Then q

pT =
p

qT = T .

Proof. To see that q

pT and T are the same tempered distribution, we need to show that x
q

pT , ϕy = xT, ϕy

for all ϕ P S (Rn). Nevertheless, by the defintion of the Fourier transform and the inverse Fourier
transform of tempered distributions,

x
q

pT , ϕy = xpT , qϕy = xT,
p

qϕy = xT, ϕy @ϕ P S (Rn) .

That p

qT = T can be proved in the same fashion. ˝

Theorem 3.50. Let T P S (Rn)1. Then

xyτhT , ϕy = xpT , ϕ(ξ)e´iξ¨hy , xydλT , ϕy = xpT , dλϕy and x
p

rT , ϕy = xqT , ϕy @ϕ P S (Rn) .

A short-hand notation for identities above are yτhT (ξ) = pT (ξ)e´iξ¨h, ydλT (ξ) = λn pT (λξ), and p

rT (ξ) =
qT (ξ).

Proof. Let ϕ P S (Rn). For h P Rn, define ϕh(x) = ϕ(x)e´ix¨h. Then

(τ´h
pϕ)(ξ) = pϕ(ξ + h) =

1
?
2π

n

ż

Rn

ϕ(x)e´ix¨(ξ+h) dx =
1

?
2π

n

ż

Rn

ϕ(x)e´ix¨he´ix¨ξ dx = xϕh(ξ) .

By the definition of the Fourier transform of tempered distribution and the translation operator,

xyτhT , ϕy = xT, τ´h
pϕy = xT,xϕhy = xpT (x), ϕ(x)e´ix¨hy = xpT (ξ), ϕ(ξ)e´iξ¨hy .

On the other hand, for λ ą 0,

(dλ´1 pϕ)(ξ) = pϕ(λξ) =
1

?
2π

n

ż

Rn

ϕ(x)e´ix¨(λξ) dx = λ´n 1
?
2π

n

ż

Rn

ϕ
(x
λ
)e´ix¨ξ dx = λ´n

ydλϕ(ξ) .

Therefore,
xydλT , ϕy = xT, λndλ´1 pϕy = xT,ydλϕy = xpT , dλϕy = xλndλ´1 pT , ϕy .

The identity x
p

rT , ϕy = xqT , ϕy follows from that r

pϕ = qϕ, and the detail proof is left to the readers. ˝



Remark 3.51. One can check (using the change of variable formula) that yτhf(ξ) = pf(ξ)e´iξ¨h and
ydλf(ξ) = λn pf(λξ) if f P L1(Rn).

Example 3.52 (The Fourier Transform of the sinc function). The rect/rectangle function, also called
the gate function or windows function, is a function Π : R Ñ R defined by

Π(x) =

"

1 if |x| ă 1 ,

0 if |x| ě 1 .

Since Π P L1(R), we can compute its (inverse) Fourier transform in the usual way, and we have

pΠ(ξ) =
1

?
2π

ż

R
Π(x)e´ixξ dx =

1
?
2π

ż 1

´1

e´ixξ dx =
1

?
2π

e´ixξ

´iξ

ˇ

ˇ

ˇ

x=1

x=´1
=

c

2

π

sin ξ
ξ

@ ξ ‰ 0

and pΠ(0) =

c

2

π
. Define the unnormalized sinc function sinc(x) =

# sinx

x
if x ‰ 0

1 if x = 0 .
Then

pΠ(ξ) =

c

2

π
sinc(ξ). Similar computation shows that qΠ(ξ) = pΠ(ξ) =

c

2

π
sinc(ξ).

Even though the sinc function is not integrable, we can apply Theorem 3.49 and see that

ysinc(ξ) = }sinc(ξ) =
c

2

π
Π(ξ) @ ξ P R .

Next we define the convolution of a tempered distribution and a Schwartz function. Before
proceeding, we note that if f, g P S (Rn), then

xf˙g, ϕy =

ż

Rn

(f˙g)(x)ϕ(x) dx =
1

?
2π

n

ż

Rn

( ż
Rn

f(y)g(x ´ y) dy
)
ϕ(x) dx

=
1

?
2π

n

ż

Rn

( ż
Rn

g(x ´ y)ϕ(x) dx
)
f(y) dy

=
1

?
2π

n

ż

Rn

( ż
Rn

rg(y ´ x)ϕ(x) dx
)
f(y) dy = xf, rg˙ϕy .

The change of variable formula implies that

(rg˙ϕ)(y) =
1

?
2π

n

ż

Rn

( ż
Rn

rg(x)ϕ(y ´ x) dx
)
f(y) dy

=
1

?
2π

n

ż

Rn

( ż
Rn

rg(´x)ϕ(y + x) dx
)
f(y) dy

=
1

?
2π

n

ż

Rn

( ż
Rn

g(x)rϕ(´y ´ x) dx
)
f(y) dy = (g˙rϕ)(´y) =

Ć

g˙rϕ(y) ;

thus
xf˙g, ϕy = xf, rg˙ϕy = xf,

Ć

g˙rϕy = x rf, g˙rϕy .

The identity above serves as the origin of the convolution of a tempered distribution and a Schwartz
function.

Definition 3.53 (Convolution). Let T P S (Rn)1 and f P S (Rn). The convolution of T and f ,
denoted by T˙f , is the tempered distribution given by

xT˙f, ϕy = xT, rg˙ϕy = xrT , f˙rϕy @ϕ P S (Rn) ,

where rT is the tempered distribution given in Definition 3.44.



Remark 3.54. 1. If S P S (Rn)1 satisfies that S˙ϕ P S (Rn) for all ϕ P S (Rn), we can also define
the convolution of T and S by

xT˙S, ϕy = xrT , S˙rϕy @ϕ P S (Rn) .

In other words, it is possible to define the convolution of two tempered distributions.

2. Suppose that S P S (Rn)1 satisfies that S˙ϕ P S (Rn) for all ϕ P S (Rn) so that T˙S P S (Rn)

is well-defined for all T P S (Rn)1. Then

xzT˙S, ϕy = xT˙S, pϕy = xrT , S˙
r

pϕy = x
q

rT ,
z

S˙rϕy = xpT , pS
p

rϕy

Similar to Theorem 3.23 and Corollary 3.24, the product and the convolutions of functions are
related under Fourier transform.

Theorem 3.55. Let T P S (Rn)1 and f P S (Rn). Then

xzT˙f, ϕy = xpT , pfϕy and x~T˙f, ϕy = xqT , qfϕy @ϕ P S (Rn) ,

and
xyf T , ϕy = xpT˙ pf, ϕy and x}f T , ϕy = xqT˙ qf, ϕy @ϕ P S (Rn) ,

where fT P S (Rn)1 is defined by xfT, ϕy = xT, fϕy for all ϕ P S (Rn). A short-hand notation for
the identities above are zT˙f = pf pT , ~T˙f = qf qT , yf T = pT˙ pf and }f T = qT˙ qf in S (Rn)1.

Proof. By Theorem 3.23,

xzT˙f, ϕy = xT˙f, pϕy = xrT , f˙
r

pϕy = xrT , f˙qϕy = x
q

rT ,F (f˙qϕ)y = xpT , pfϕy

and by the definition of the convolution of tempered distributions and Schwartz functions,

xyf T , ϕy = xT, f pϕy = xpT ,F ˚(f pϕ)y = xpT , qf˙ϕy = xpT ,
r

pf˙ϕy = xpT˙ pf, ϕy .

The counterpart for the inverse Fourier transform can be proved similarly. ˝

4 Application on Signal Processing
In the study of signal processing, the Fourier transform and the inverse Fourier transform are often
defined by

pf(ξ) =

ż

Rn

f(x)e´i2πx¨ξdx and qf(x) =

ż

Rn

f(ξ)ei2πx¨ξdξ @ f P L1(Rn) . (3.11).

Then for T P S (Rn)1, the Fourier transform of T is defined again by

xpT , ϕy = xT, pϕy @ϕ P S (Rn) .



We also note that the definitions of the translation, dilation, and reflection of tempered distributions
are independent of the Fourier transform, and are still defined by

xτhT, ϕy = xT, τ´hϕy , xdλT, ϕy = xT, λndλ´1ϕy and xrT , ϕy = xT, rϕy @ϕ P S (Rn) .

Concerning the convolution, when the Fourier transform is given by (3.11), we usually consider the
ˇ convolution operator

(f ˇ g)(x) =
ż

Rn

f(y)g(x ´ y) dy =

ż

Rn

f(x ´ y)g(y) dy @ f, g P L1(Rn) .

instead of ˙ convolution operators. The convolution of T and f P S (Rn) is defined by

xT ˇf, ϕy = xT, rf ˇϕy = xrT , f ˇ rϕy @ϕ P S (Rn) .

Then similar to Theorem 3.49, 3.50, and 3.55, we have

1. q

pT =
p

qT = T for all T P S (Rn)1.

2. yτhT (ξ) = pT (ξ)e´2πiξ¨h, ydλT (ξ) = λn pT (λξ), and p

rT (ξ) = qT (ξ) for all T P S (Rn)1.

3. zT ˇ f = pT pf and yf T = pf ˇ pT for all f P S (Rn) and T P S (Rn)1. Moreover, if S P S (Rn)1 has
the property that Sˇϕ P S (Rn) for all ϕ P Rn, then zT ˇS = pT pS in S (Rn)1 for all T P S (Rn)1.

Moreover,

1. pδ = qδ = 1 in S (Rn)1, and pδh(ξ) = xτhδ(ξ) = |δ´h = ~τ´hδ = e´2πih¨ξ in S (Rn)1 for all h P Rn.

2. By Euler’s identity, {cos(2πωx)(ξ) = 1

2
(δω + δ´ω) and {sin(2πωx)(ξ) = 1

2i
(δω ´ δ´ω).

3. δˇ δ = δ, and δaˇ δb = δa+b for all a, b P Rn.

4. δˇϕ = ϕ and (δaˇϕ)(x) = ϕ(x ´ a) for all ϕ P S (Rn).

5. Re-define the rect function Π : R Ñ R by

Π(x) =

$

’

&

’

%

1 if |x| ă
1

2
,

0 if |x| ě
1

2
.

(4.1)

Then pΠ(ξ) = qΠ(ξ) = sinc(ξ), where sinc is the normalized sinc function given by (3.12).

6. Let Λ : R Ñ R be the triangle function define by

Λ(x) =

"

1 ´ |x| if |x| ă 1 ,

0 if |x| ě 1 .

Then by the fact that Λ is an even function, if ξ ‰ 0,

pΛ(ξ) = 2

ż 1

0

(1 ´ x) cos(2πxξ) dx = 2
[
(1 ´ x)

sin(2πxξ)
2πξ

ˇ

ˇ

ˇ

x=1

x=0
+

ż 1

0

sin(2πxξ)
2πξ

dx
]

=
1 ´ cos(2πξ)

2π2ξ2
=

sin2 πξ

π2ξ2
,

while pΛ(0) = 1. Therefore, pΛ(ξ) = sinc2(ξ). Using the property of convolution, we have
ΠˇΠ = Λ.



4.1 The Sampling Theorem and the Nyquist Rate

When a continuous function, x(t), is sampled at a constant rate fs samples per second（以每秒 fs

次取樣）, there is always an unlimited number of other continuous functions that fit the same set
of samples; however, only one of them is bandlimited to 1

2
fs cycles per second (hertz), which means

that its Fourier transform, X(f), is 0 for all |f | ě
1

2
fs.

Definition 4.1. Let f : R Ñ R be a function. f is said to be a bandlimited function if supp( pf) is
bounded. The bandwidth of a bandlimited function f is the number sup supp( pf). f is said to be
timelimited if supp(f) is bounded.

Definition 4.2. In signal processing, the Nyquist rate is twice the bandwidth of a bandlimited
function or a bandlimited channel.

In the field of digital signal processing, the sampling theorem is a fundamental bridge between
continuous-time signals (often called ”analog signals”) and discrete-time signals (often called ”digital
signals”). It establishes a sufficient condition for a sample rate（取樣頻率）that permits a discrete
sequence of samples to capture all the information from a continuous-time signal of finite bandwidth.
To be more precise, Shannon’s version of the theorem states that “if a function x(t) contains no
frequencies higher than B hertz, it is completely determined by giving its ordinates at a series of
points spaced 1

2B
seconds apart.”

Let us start from the following famous Poisson summation formula to demonstrate why countable
sampling is possible to reconstruct the full signal.

Lemma 4.3 (Poisson summation formula). Let the Fourier transform and the inverse Fourier trans-
form be defined by (3.11). Then

8
ÿ

n=´8

f(x+ n) =
8
ÿ

k=´8

pf(k)e2πikx @ f P S (R) . (4.2)

The convergences on both sides are uniform.

Proof. Let f P S (R) be given. Then there exists C ą 0 such that
ˇ

ˇf(x)
ˇ

ˇ+
ˇ

ˇf 1(x)
ˇ

ˇ ď
C

1 + |x|2
@x P R.

Define F (x) =
8
ř

n=´8

f(x+ n). Then for x P [0, 1],

ˇ

ˇf(x+ n)
ˇ

ˇ+
ˇ

ˇf 1(x+ n)
ˇ

ˇ ď
C

1 + n2
@n ě 0 and

ˇ

ˇf(x+ n)
ˇ

ˇ+
ˇ

ˇf 1(x+ n)
ˇ

ˇ ď
C

1 + (n+ 1)2
@n ă 0 .

By the fact that
8
ÿ

n=0

C

1 + n2
ă 8 and

´1
ÿ

n=´8

C

1 + |1 + n|2
ă 8 ,



the Weierstrass M-test implies that the series
8
ř

n=´8

f(x + n) and
8
ř

n=´8

f 1(x + n) both converge

uniformly on [0, 1]. Therefore, F : [0, 1] is differentiable. Noting that F (x) = F (x + 1), so F has
period 1.

Since F P C 1([0, 1]) and is periodic with period 1, Theorem 2.15 implies that

F (x) =
8
ÿ

k=´8

pFke
2πikx @x P R , (4.3)

where t pFku8
k=´8 are the Fourier coefficients of F defined by pFk =

ż 1

0
F (x)e´2πikx dx. By the uniform

convergence of
8
ř

n=´8

f(x+ n) in [0, 1], we find that

pFk =
8
ÿ

n=´8

ż 1

0

f(x+ n)e´2πikx dx =
8
ÿ

n=´8

ż n+1

n

f(x)e´2πik(x´n) dx =

ż

R
f(x)e´2πikx dx = pf(k) .

The Poisson summation formula (4.2) then follows from (4.3) and the identity above. ˝

Remark 4.4. Using Definition 3.3 of the Fourier transform, for f P S (R) one has
8
ÿ

n=´8

f(x+ 2nπ) =
1

2π

8
ÿ

n=´8

pf(n)einx .

Corollary 4.5. Let the Fourier transform and the inverse Fourier transform be defined by (3.11).
Then

8
ÿ

k=´8

pf(ξ ´
k

T
) = T

8
ÿ

n=´8

f(nT )e´i2πnTξ @ f P S (R) . (4.4)

Proof. For a given g P S (R), let h = dλg, where dλ is a dilation operator. Then h is also a Schwartz
function, and

ph(ξ) = (λdλ´1pg)(ξ) = λpg(λξ) ;

thus the Poisson summation formula (4.2) (with x = 0 and f = g) implies that
8
ÿ

n=´8

h(nλ) =
8
ÿ

n=´8

g(n) =
8
ÿ

k=´8

pg(k) =
1

λ

8
ÿ

k=´8

ph
(k
λ

)
. (4.5)

Now let s = τth for some t P R, where τt is a translation operator. Then s P S (R), and

ps(ξ) = ph(ξ)e´2πitξ .

Therefore, (4.5) implies that
8
ÿ

n=´8

s(t+ nλ) =
1

λ

8
ÿ

k=´8

ps
(k
λ

)
e

2πikt
λ . (4.6)

Finally, for f P S (R), let s = qf . Then using qf =
r

pf , λ =
1

T
and t = ´ξ in the identity above, we

obtain that
8
ÿ

k=´8

pf(ξ ´
k

T
) =

8
ÿ

k=´8

pf(ξ +
k

T
) =

8
ÿ

k=´8

qf(´ξ ´
k

T
) = T

8
ÿ

k=´8

f(kT )e´2πikTξ

which shows (4.4). ˝



Remark 4.6. Identity (4.4) can be shown to hold for all continuous function f satisfying
ˇ

ˇf(x)
ˇ

ˇ+
ˇ

ˇ pf(x)
ˇ

ˇ ď
C

(1 + |x|)1+δ
@x P R

for some C, δ ą 0. Therefore, if pf has compact support, as long as the decay rate of f is bigger than
1, (4.4) is a valid identity.

A direct consequence of the corollary above is the following sampling theorem. Suppose that
f P S (R) and supp( pf) Ď

[
0,

1

T

]
. Then (4.4) implies that

pf(ξ) =
8
ÿ

n=´8

f(nT )e´i2πnTξ @ ξ P
[
0,

1

T

]
.

This shows that if pf has compact support in
[
0,

1

T

]
, f can be reconstructed based on partial knowledge

of f , namely f(nT ).
Recall that the Fourier transform of the sine wave with frequency ω is “supported” in a sym-

metric domain tω,´ωu. Therefore, in reality it is better to assume that the Fourier transform of a

bandlimited signal is supported in a symmetric domain [´B,B]. In such a case we need
ˇ

ˇξ´
k

T

ˇ

ˇ ě B

for all k P Zzt0u and ξ P [´B,B], where T is the sampling frequency, in order to make use of (4.4)
to gain all the information of the Fourier transform of the signal. Therefore, the sampling frequency
T has to obey 1

T
ě 2B or T ď

1

2B
in order to gain the Fourier transform of the bandlimited signal.

Theorem 4.7 (Sampling theorem). If a (Schwartz) function f contains no frequencies higher than
B hertz, it is completely determined by giving its ordinates at a series of points spaced 1

2B
seconds

apart.

Alternative proof of Theorem 4.7. By the Fourier inversion formula,

f(x) =

ż

R

pf(ξ)e2πixξ dξ , where pf(ξ) =

ż

R
f(x)e´2πixξ dt .

By assumption, supp( pf) Ď [´B,B]; thus f(x) =
ż B

´B

pf(ξ)e2πixξ dξ which implies that

f
( k

2B

)
=

ż B

´B

pf(ξ)e
iπkξ
B dξ .

Treating pf as a function defined on [´B,B], the identity above implies that
␣ 1

2B
f
(´k

2B

)(8

k=´8
is the

Fourier coefficients of pf and

pf(ξ) =
8
ÿ

k=´8

1

2B
f
(´k

2B

)
e

iπkξ
B =

8
ÿ

k=´8

1

2B
f
( k

2B

)
e´

iπkξ
B @ ξ P [´B,B] (4.7)

which, together with the fact that pf = 0 outside [´B,B], allows us to reconstruct f using the Fourier
inversion formula. ˝



Taking the Fourier inverse transform of pf(ξ) obtained by (4.7), we find that

f(x) =
8
ÿ

k=´8

1

2B
f
( k

2B

) ż B

´B

e2πixξ´
iπkξ
B dξ =

8
ÿ

k=´8

1

2B
f
( k

2B

) ż B

´B

cos
(2πBx ´ πk

B
ξ
)
dξ

=
8
ÿ

k=´8

f
( k

2B

)sinπ(2Bx ´ k)

π(2Bx ´ k)
.

Using the normalized sinc function defined by (3.12), we recover the so-called Whittaker–Shannon
interpolation formula:

f(x) =
8
ÿ

k=´8

f
( k

2B

)
sinc(2Bx ´ k) @ f P S (R) with supp( pf) Ď [´B,B] . (4.8)

In the following, we examine the Whittaker–Shannon interpolation formula (4.8) for the case
that f R S (R). In fact, since

ż

R
sinc(2Bx ´ k)ϕ(x) dx =

ż

R

(
d 1

2B
sinc

)( k

2B
´ x

)
ϕ(x) dx =

[(
d 1

2B
sinc

)
ˇϕ

]( k

2B

)
,

instead of (4.8) we show that

xf, ϕy =
8
ÿ

k=´8

f
( k

2B

)[(
d 1

2B
sinc

)
ˇϕ

]( k

2B

)
=

8
ÿ

k=´8

@

fτ k
2B
δ,
(
d 1

2B
sinc

)
ˇϕ

D

. (4.9)

Suppose that 1 ď p ď 8 and g : R Ñ R is an Lp-function
(

that is,
ż

R
|g(x)|p dx ă 8 if 1 ď p ă 8

or g is bounded if p = 8

)
supported in an open interval of length 2B (later we will let g be the Fourier

transform of a bandlimited signal f ; so it is reasonable to assume that g is compactly supported).
Define

G(x) =
8
ÿ

n=´8

g(x+ 2Bn) =
8
ÿ

n=´8

(τ´2Bng)(x) . (4.10)

Let q satisfies 1

p
+

1

q
= 1 and ϕ P S (R). The monotone convergence theorem shows that

ż

R

8
ÿ

n=´8

ˇ

ˇ(τ´2Bng)(x)ϕ(x)
ˇ

ˇ dx =
8
ÿ

n=´8

ż ´(2n´1)B

´(2n+1)B

ˇ

ˇ(τ´2Bng)(x)
ˇ

ˇxxy´2xxy2
ˇ

ˇϕ(x)
ˇ

ˇ dx

ď

8
ÿ

n=´8

ż ´(2n´1)B

´(2n+1)B

ˇ

ˇg(x+ 2Bn)
ˇ

ˇxxy´2p2(ϕ) dx = p2(ϕ)
8
ÿ

n=´8

ż B

´B

ˇ

ˇg(x)
ˇ

ˇxx ´ 2Bny´2 dx .

If 1 ă p ă 8, Hölder’s inequality implies that
ż

R

8
ÿ

n=´8

ˇ

ˇ(τ´2Bng)(x)xxy´2
ˇ

ˇ dx ď

8
ÿ

n=´8

ż B

´B

ˇ

ˇg(x)
ˇ

ˇxx ´ 2Bny´2 dx

ď

8
ÿ

n=´8

( ż B

´B

|g(x)|p dx
) 1

p
( ż B

´B

dx

(1 + |x ´ 2Bn|2)q

) 1
q

ď }g}Lp(R)

8
ÿ

n=´8

(2B)
1
q

1 + (2|n| ´ 1)2B2
ă 8



while if p = 1,
8
ÿ

n=´8

ż B

´B

ˇ

ˇg(x)
ˇ

ˇxx ´ 2Bny´2 dx ď }g}L1(R)

8
ÿ

n=´8

1

1 + (2|n| ´ 1)2B2
ă 8 ;

thus if 1 ď p ă 8,
ż

R

8
ÿ

n=´8

ˇ

ˇ(τ´2Bng)(x)ϕ(x)
ˇ

ˇ dx ď Cℓ}g}Lp(R)pℓ(ϕ) @ ℓ " 1 (4.11)

for some constant Cℓ ą 0. On the other hand, if p = 8,
ż

R

8
ÿ

n=´8

ˇ

ˇ(τ´2Bng)(x)ϕ(x)
ˇ

ˇ dx ď }g}8}ϕ}L1(R) ď Cℓ}g}8pℓ(ϕ) @ ℓ " 1 . (4.12)

Therefore, G P S (R)1 since

ˇ

ˇxG, ϕy
ˇ

ˇ ď

ż

R

8
ÿ

n=´8

ˇ

ˇ(τ´2Bng)(x)ϕ(x)
ˇ

ˇ dx ď Cℓpℓ(ϕ) @ϕ P S (R) and ℓ " 1 .

Moreover, it follows from (4.11) and (4.12) that
8
ř

n=´8

ˇ

ˇ(τ´2Bng)ϕ
ˇ

ˇ P L1(R). By the fact that

ˇ

ˇ

ˇ

k
ÿ

n=´k

(τ´2Bng)(x)ϕ(x)
ˇ

ˇ

ˇ
ď

8
ÿ

n=´8

ˇ

ˇ(τ´2Bng)(x)ϕ(x)
ˇ

ˇ @x P R ,

the dominated convergence theorem implies that

xG, ϕy =

ż

R
lim
kÑ8

k
ÿ

n=´k

(τ´2Bng)(x)ϕ(x) dx = lim
kÑ8

ż

R

k
ÿ

n=´k

(τ´2Bng)(x)ϕ(x) dx

=
8
ÿ

n=´8

xτ´2Bng, ϕy @ϕ P S (R) .

Suppose that supp(g) Ď (a ´ B, a + B). Then G = g on (a ´ B, a + B). In addition, if
x P [a + (k ´ 1)B, a + (k + 1)B], then G(x) = g(x ´ kB); thus G(x + 2B) = G(x) for all x P R. In
other words, G can be viewed as the 2B-periodic extension of non-vanishing part of g.

Let ϕ P S (R). By the definition of the inverse Fourier transform of tempered distributions,

x qG, ϕy = xG, qϕy =
8
ÿ

n=´8

xτ´2Bng, qϕy =
8
ÿ

n=´8

xg, τ2Bn
qϕy .

By the Poisson summation formula,
8
ÿ

n=´8

(τ2Bn
qϕ)(x) =

8
ÿ

n=´8

qϕ(x ´ 2Bn) =
8
ÿ

n=´8

qϕ(x+ 2Bn) =
8
ÿ

n=´8

(d 1
2B

qϕ)
( x

2B
+ n)

=
8
ÿ

k=´8

z

d 1
2B

qϕ(k)e
πikx
B =

8
ÿ

k=´8

1

2B
ϕ
( k

2B

)
e

πikx
B



and the convergence is uniform. Therefore,

x qG, ϕy =
8
ÿ

n=´8

xg, τ2Bn
qϕy =

8
ÿ

k=´8

1

2B
ϕ
( k

2B

) ż
supp(g)

g(x)e
πikx
B dx =

8
ÿ

k=´8

1

2B
ϕ
( k

2B

) ż
R
g(x)e

πikx
B dx

=
8
ÿ

k=´8

1

2B
ϕ
( k

2B

)
qg
( k

2B

)
=

1

2B

8
ÿ

k=´8

qg
( k

2B

)
xτ k

2B
δ, ϕy .

Similarly, x pG, ϕy =
1

2B

8
ř

k=´8

pg
( k

2B

)
xτ k

2B
δ, ϕy or one can use the formula that pG =

r

qG to deduce that

x pG, ϕy = x qG, rϕy =
8
ÿ

k=´8

1

2B
rϕ
( k

2B

)
qg
( k

2B

)
=

8
ÿ

k=´8

1

2B
ϕ
( k

2B

)
pg
( k

2B

)
=

1

2B

8
ÿ

k=´8

pg
( k

2B

)
xτ k

2B
δ, ϕy .

Symbolically, we can write pG =
1

2B

8
ř

k=´8

pg
( k

2B

)
τ k

2B
δ and qG =

1

2B

8
ř

k=´8

qg
( k

2B

)
τ k

2B
δ in S (R)1.

Remark 4.8. Let III denote the tempered distribution

xIII, ϕy =
8
ÿ

n=´8

ϕ(n) @ϕ P S (R) .

We note that the sum above makes sense if ϕ P S (R), and
8
ÿ

n=´8

ϕ(n) =
8
ÿ

n=´8

xny´kxnykϕ(n) ď

( 8
ÿ

n=´8

xny´k
)
pk(ϕ) = Ckpk(ϕ) @ k ě 2 .

Therefore, III is indeed a tempered distribution. Since ϕ(n) = xτnδ, ϕy, symbolically we also write
III =

8
ř

n=´8

τnδ.

By the definition of the Fourier transform of tempered distributions,

x pIII, ϕy = xIII, pϕy =
8
ÿ

n=´8

pϕ(n) @ϕ P S (R) ,

and the Poisson summation formula implies that

x pIII, ϕy =
8
ÿ

k=´8

ϕ(k) = xIII, ϕy @ϕ P S (R) .

Therefore, Theorem 3.49 implies that pIII = qIII = III in S (R)1. Define IIIp =
1

p
dpIII, where dp is a

dilation operator. Then

xIIIp, ϕy = xIII, dp´1ϕy =
8
ÿ

n=´8

(dp´1ϕ)(n) =
8
ÿ

n=´8

ϕ(pn) =
8
ÿ

n=´8

xτpnδ, ϕy @ϕ P S (R) . (4.13)

Symbolically, IIIp =
8
ř

n=´8

τpnδ. Moreover, xIIIp = |IIIp = dp´1III =
1

p
III 1

p
which is the same as saying

that
x|IIIp, ϕy = xdp´1III, φy = p´1xIII, dpφy =

1

p

8
ÿ

n=´8

xτn
p
δ, ϕy @ϕ P S (R) .



Symbolically, |IIIp =
1

p

8
ř

n=´8

τn
p
δ.

Formally speaking, G given by (4.10) can be expressed as G = III2Bˇ g. Using this representation,
qG = }III2Bqg =

1

2B

8
ř

n=´8

qgτ n
2B
δ. Therefore, by the fact that g = (d2BΠ)G in S (R)1, we find that

qg(x) = (~d2BΠˇ qG)(x) =
[
(2Bd 1

2B

qΠ)ˇ qG
]
(x) = 2B

ż

R

qG(y)qΠ(2B(x ´ y)) dy

=
8
ÿ

n=´8

ż

R
qg(y)τ n

2B
(y)sinc(2B(x ´ y)) dy =

8
ÿ

n=´8

qg
( n

2B

)
sinc(2Bx ´ n) .

The Whittaker–Shannon interpolation formula (4.8) then follows from letting g = pf in the identity
above.

Example 4.9. Let f : R Ñ R be a function supported in [0, T ] (thus one can view f as a signal
recorded in the time interval [0, T ]). Define F (x) =

8
ř

n=´8

f(x+ nT ). Then

pF (ξ) =
1

T

8
ÿ

k=´8

pf
( k
T

)
(τ k

T
δ)(ξ) .

On the other hand, the Fourier series of
8
ř

n=´8

f(x+ nT ), the T -periodic extension of f1[0,T ], is

s(f, x) =
8
ÿ

k=´8

pfke
2πikx

T , where pfk =
1

T

ż T

0

f(x)e´ 2πikx
T dx =

1

T
pf
( k
T

)
.

Therefore, pF =
8
ř

k=´8

pfkτ k
T
δ, and accordingly, F (x) =

8
ř

k=´8

pfke
2πikx

T in S (R)1.

Now suppose that the signal is sampled with sampling rate Fs (times per second). Then in
total there are N = TFs samples of the signal. Write these samples as tx0, x1, ¨ ¨ ¨ , xN´1u. Then
xℓ = f

( ℓ

Fs

)
. We remark that the set tx0, x1, ¨ ¨ ¨ , xN´1u resembles a digitalized version of the signal

and is usually called a digital signal. The DFT of the digital signal is given by

Xk =
N´1
ÿ

ℓ=0

xℓe
´2πikℓ

N =
N´1
ÿ

ℓ=0

f
( ℓ

Fs

)
e

´2πik
T

¨ ℓ
Fs @ k P Z

and the inverse DFT of tXkukPZ is given by

xℓ =
1

N

N´1
ÿ

k=0

Xke
2πikℓ
N =

1

N

N´1
ÿ

ℓ=0

Xke
2πik
T

¨ ℓ
Fs @ ℓ P Z .

4.1.1 The inner-product point of view

Let ek(x) = sinc(x ´ k) = (τksinc)(x). Then ek P L2(R) since
ż

R
sinc2(x ´ k) dx =

ż

R
sinc2xdx =

ż

R

sin2 πx

π2x2
dx =

1

π

ż

R

sin2 x

x2
dx ă 8 .



By the Plancherel formula (3.10),

(ek, eℓ)L2(R)s =
(
τksinc,τℓsinc

)
L2(R) =

ż

R
Π(ξ)e2πikξΠ(ξ)e2πiℓξ dξ =

ż 1
2

´ 1
2

e2πi(k´ℓ)ξ dξ

which is 0 if k ‰ ℓ and is 1 is k = ℓ. Therefore, we find that tekukPZ is an orthonormal set in L2(R).
Now suppose that f P L2(R) such that supp( pf) Ď

[
´

1

2
,
1

2

]
. Then

(f, ek)L2(R) =
(
pf, {τk sin c

)
L2(R) =

ż

R

pf(ξ)Π(´ξ)e´2πikξ dξ =

ż 1
2

´ 1
2

pf(ξ)e2πikξ dξ

=

ż

R

pf(ξ)e2πikξ dξ =
q

pf(k) = f(k)

if f is continuous at k. In other words, if f P L2(R) X C (R) such that supp( pf) Ď
[
´

1

2
,
1

2

]
, then

8
ÿ

k=´8

f(k)sinc(x ´ k) =
8
ÿ

k=´8

(f, ek)L2(R)ek(x)

which, by the Whittaker–Shannon interpolation formula (4.8), further shows that

f =
8
ÿ

k=´8

(f, ek)L2(R)ek in S (R)1 .

In other words, one can treat tekukPZ as an “orthonormal basis” in the space
!

f P L2(R)
(

XC (R)
) ˇ
ˇ

ˇ
supp( pf) Ď

[
´

1

2
,
1

2

])
.

4.1.2 Sampling periodic functions

A bandlimited signal cannot be timelimited; thus when applying the sampling theorem, it always
requires infinitely many sampling to construct the signal perfectly. On the other hand, it is possible
that to construct a bandlimited signal perfectly using finitely many sampling provided that the
bandlimited signal is periodic. In the following, we discuss why this is true.

Suppose that f is a q-periodic bandlimited signals such that supp(f) Ď [´B,B]. Then the
Whittaker–Shannon interpolation formula implies that

f(x) =
8
ÿ

k=´8

f
(k
p

)
sinc(px ´ k)

as long as p ą 2B. If pq P N, then by the fact that f
(k
p

)
= f

(k +mpq

p

)
for all m P Z, the sum above

can be re-grouped as

f(x) =
pq´1
ÿ

ℓ=0

8
ÿ

m=´8

f
(ℓ+mpq

p

)
sinc(px ´ ℓ ´ mpq)

=
pq´1
ÿ

ℓ=0

f
( ℓ
p

) 8
ÿ

m=´8

sinc(px ´ ℓ ´ mpq) ; (4.14)

thus if we can find the sum
8
ř

m=´8

sinc(px ´ ℓ ´ mpq), f can be rewritten as finite sum.



Lemma 4.10. If p, q ą 0 and pq is an odd number, then
8
ÿ

m=´8

sinc(px ´ mpq) =
sinc(px)

sincx
q

@x P R .

Proof. Note that
8
ÿ

m=´8

sinc(px ´ mpq) =
8
ÿ

m=´8

(d 1
p
sinc)(x ´ mq) = (IIIqˇ d 1

p
sinc)(x) ,

where IIIq =
1

q
dqIII is defined in Remark 4.8. Taking the Fourier transform, we find that

F
[
(IIIqˇ d 1

p
sinc)

]
(ξ) =

(
xIIIq {d 1

p
sinc

)
(ξ) =

1

pq

(
III 1

q
dpΠ

)
(ξ) =

1

pq
(dpΠ)(ξ)

8
ÿ

k=´8

(
τ k

q
δ
)
(ξ) .

If pq is odd, then p

2
‰

k

q
for all k P N; thus by the fact that supp(dpΠ) Ď

[
´

p

2
,
p

2

]
, we have

(dpΠ)(ξ)
8
ÿ

k=´8

(
τ k

q
δ
)
(ξ) =

ÿ

´
p
2

ă k
q

ă
p
2

(
τ k

q
δ
)
(ξ) =

pq´1
2
ÿ

k=´
pq´1

2

(
τ k

q
δ
)
(ξ) .

Therefore,

F
[
(IIIqˇ d 1

p
sinc)

]
(ξ) =

1

pq

pq´1
2
ÿ

k=´
pq´1

2

(
τ k

q
δ
)
(ξ) .

Taking the inverse Fourier transform,

8
ÿ

m=´8

sinc(px ´ mpq) = F ˚F
[
(IIIqˇ d 1

p
sinc)

]
(x) =

1

pq

pq´1
2
ÿ

k=´
pq´1

2

e
2πikx

q =
1

pq

sin πpx
sin πx

q

=
sinc(px)

sincx
q

. ˝

By Lemma 4.10, (4.14) implies that

8
ÿ

m=´8

sinc(px ´ ℓ ´ mpq) =
sinc(p(x ´ ℓ

p
))

sincx´ ℓ
p

q

=
sinc(px ´ ℓ)

sincpx´ℓ
pq

;

thus we obtain that

f(x) =
pq´1
ÿ

ℓ=0

f
( ℓ
p

)sinc(px ´ ℓ)

sincpx´ℓ
pq

. (4.15)

Example 4.11. Let f(x) = cos(2πx). Then f is 1-periodic and supp( pf) Ď [´1.2, 1.2]. Letting p = 3

in (4.15), we find that

cos(2πx) = sinc(3x)
sincx + cos 2π

3

sinc(3x ´ 1)

sinc3x´1
3

+ cos 4π
3

sinc(3x ´ 2)

sinc3x´2
3

.



4.2 Necessary Conditions for Sampling of Entire Functions

The sampling theorem provides a way of reconstructing signals based on sampled signals with sam-
pling frequency larger than twice of the bandwidth of bandlimited signals. It is natural to ask
whether we can reduce the sampling frequency for perfect reconstruction of bandlimited signals or
not. Moreover, it is also possible that the support of the Fourier transform of a signal (usually called
spectrum of the signal) is contained in a “small” portion of the interval [´B,B], and in this case we
hope to reduce the sampling frequency for the reconstruction of the signal.
Question: Is there a lower bound of the sampling frequency for perfect reconstruction of bandlimited
signals?

Generally speaking, the way of sampling does not have to be uniform as long as the samples from
a signal are enough to reconstruct the signal. A good choice of sampled set should obey

1. the signal is uniquely determined by the set of sampled signals - the uniqueness of the
reconstruction of signals;

2. each set of sampled signals should come from a possible bandlimited signal - the existence of
the reconstruction of signals.

These two requirements for sets on which the signals are sampled, together with the idea that the
sampled set is not necessary uniform, induce the following

Definition 4.12. Let S Ď Rn be a measurable set in Rn, and B(S) denote the subspace of L2(Rn)

consisting of those functions whose Fourier transform (given by (3.11)) is supported on S; that is,

B(S) ”
␣

f P L2(Rn)
ˇ

ˇ supp( pf) Ď S
(

.

A subset Λ of Rn is said to be uniformly discrete if the distance between any two distinct points
of Λ exceeds some positive quantity; that is, there exists λ0 ą 0 such that }x ´ y}Rn ě λ0 for all
x, y P Λ and x ‰ y. Such a λ0 is called a separation number. A uniformly discrete set Λ is said
to be

1. a set of sampling for B(S) if there exists a constant K such that

}f}2L2(Rn) ď K
ÿ

λPΛ

ˇ

ˇf(λ)
ˇ

ˇ

2
@ f P B(S) ;

2. a set of interpolation for B(S) if for each square-summable collection of complex numbers
taλuλPΛ there exists f P B(S) with f(λ) = aλ for all λ P Λ.

Example 4.13. Let I be an interval of length 1. Then Z is a set of sampling and interpolation for
B(I):

1. If f P B(I), then pf has the following Fourier series representation

pf(x) =
8
ÿ

k=´8

cke
2πikx for almost every x P I ,



where ck =
ż

I

pf(x)e´2πikx dx. By the fact that supp( pf) Ď I, the Fourier inversion formula
implies that

ck =

ż

R

pf(x)e´2πikx dx = f(´k) ;

thus
␣

f(´k)
(8

k=´8
is the Fourier coefficients of pf . The Plancherel identity and the Parseval

identity then imply that

}f}2L2(R) = } pf}2L2(R) = } pf}2L2(I) =
8
ÿ

k=´8

|ck|2 =
8
ÿ

k=´8

}f(k)
ˇ

ˇ

2
;

thus Z is a set of sampling for B(I).

2. Let tcku8
k=´8 be a square-summable sequence. Define

g(x) = 1I(x)
8
ÿ

k=´8

cke
´2πikx .

Then the Parseval identity implies that

}g}2L2(R) = }g}2L2(I) =
8
ÿ

k=´8

|ck|2 ă 8 ;

thus g P L2(R). Let f = qg. Then f P L2(R) and the Fourier inversion formula implies that for
all k P Z,

f(k) =

ż

R

pf(ξ)e2πikξ dξ =

ż

R
g(ξ)e2πikξ dξ =

ż

I

g(ξ)e2πikξ dξ = pg´k = ck ;

thus Z is a set of interpolation for B(I).

Remark 4.14. Suppose that f is an L2-signal satisfying supp( pf) Ď (B ´ 1, B) for some B " 1.
Then certainly supp( pf) Ď (´B,B) and the sample theorem implies that to perfectly reconstruct the
signal one can consider sampling f every 1

2B
seconds. On the other hand, Example 4.13 shows that

one can reconstruct the signal by sampling the signal once per second. This is a huge amount of
reduction of sampling if B " 1. Therefore, the sampling rate provided by the sampling theorem
is only a sufficient condition for perfect reconstruction of bandlimited signals, but possibly can be
reduced for specific cases.

For n = 1, Landau in his paper “Necessary density conditions for sampling and interpolation of
certain entire functions” shows the following

Theorem 4.15. Let S be the union of a finite number of intervals of total measure |S|.

1. If Λ is a set of sampling for B(S), then there exist generic constants A,B such that

n´(r) ” inf
yPR

#
(
Λ X [y, y + r]

)
ě |S|r ´ A log+ r ´ B @ r ą 0 . (4.16)



2. If Λ is a set of interpolation for B(S), then there exist generic constants A,B such that

n+(r) ” sup
yPR

#
(
Λ X [y, y + r]

)
ď |S|r + A log+ r +B @ r ą 0 .

In the following, we only focus on the proof of the first case in Theorem 4.15.
Before proceeding, we need to introduce some terminologies. Let Q,S Ď Rn, and D(Q) be the

subspace of L2(Rn) consisting of functions supported on Q. Let DQ and BS denote the orthogonal
projection of L2(Rn) onto D(S) and B(S), respectively. Then

BS = F ˚χSF and DQ = χQ , (4.17)

where χA denotes the operator defined by multiplying by the characteristic function of A.

Proposition 4.16. Let k : Rn ˆ Rn Ñ C be square integrable, K(x, y) = K(y, x) for all x, y P Rn,
and K : L2(Rn) Ñ L2(Rn) be an operator defined by

(Kf)(x) =

ż

Rn

k(x, y)f(y) dy .

Then

1. k(x, y) =
8
ř

k=1

µkφk(x)φk(y), where tφku8
k=1 denotes the orthonormal sequence of eigenfunctions,

and tµku8
k=1 Ď R denotes the sequence of corresponding eigenvalues of K;

2.
8
ř

k=1

µk =
ż

Rn

k(x, x) dx; 3.
8
ř

k=1

µ2
k =

ż

Rn

ż

Rn

ˇ

ˇk(x, y)
ˇ

ˇ

2
dxdy.

Theorem 4.17. Let Q,S Ď Rn be bounded measurable sets, and DQ, BS be the projection operators
of L2(Rn) defined in (4.17). Denoting the eigenvalues of BSDQBS, arranged in non-increasing order,
by λk(S,Q), where k P N Y t0u. Then

(i) λk(S,Q) = λk(Q,S).

(ii) λk(S,Q) = λk(S + σ,Q+ τ) = λk(αS, α
´1Q) for all σ, τ P Rn and α ą 0.

(iii)
8
ř

k=0

λk(S,Q) = |S||Q|.

(iv)
8
ř

k=0

λ2k(S,Q) ě
8
ř

k=0

λ2k(S,Q) +
8
ř

k=0

λ2k(S,Q) if Q = Q1 Y Q2 and Q1 X Q2 = H.

(v)
8
ř

k=0

λ2k(S,Q) ě
(
sq ´

2

π2
log+(sq) ´

6

π2

)n, where S and Q are cubes with edges parallel to the

coordinate axes with |S| = sn, |Q| = qn, and log+ x = maxt0, logxu.

(vi) For any k-dimensional subspace Ck of L2(Rn),

λk(S,Q) ď sup
fPB(S)

fKCk,f‰0

}DQf}2L2(Rn)

}f}2
L2(Rn)

and λk´1(S,Q) ě inf
fPB(S)XCk

f‰0

}DQf}2L2(Rn)

}f}2
L2(Rn)

.



Proof. For two (completely continuous) operators A and B, we write A „ B if A and B has the
same nonzero eigenvalues, including multiplicities. Suppose that λ ‰ 0 is an eigenvalue of BSDQBS.
Then BSDQBSφ = λφ for some φ ‰ 0. By the fact that BS is a projection, we have

λBSφ = BSBSDQBSφ = BSDQBSφ = λφ

which implies that BSφ = φ. Moreover, DQBSφ ‰ 0. Applying DQ to the equation above, we find
that

DQBSDQDQBSφ = DQBSDQBSφ = λDQBSφ

which, by the fact thatDQBSφ ‰ 0, implies that λ is also a eigenvalue ofDQBSDQ. As a consequence,

BSDQBS „ DQBSDQ . (4.18)

Therefore, to study the nonzero eigenvalues of the operator BSDQBS, it suffices to study the operator
DQBSDQ.

Let C denoted the complex conjugate operator; that is, Cf = sf . Then CFC = F ´1 and
CF ´1C = F . By the fact that F is unitary and DQBSDQ is symmetric (so the eigenvalues are
real),

DQBSDQ „ CDQBSDQC = χQCF ´1CχSCFCχQ = χQFχSF ´1χQ

„ F ´1χQFχSF ´1χQF = BQDSBQ .

This proves (ii). Since S and Q are bounded, the Fubini theorem implies that

(DQBSDQf)(x) = χQ(x)
[ ż

Rn

χS(ξ)
( ż

Rn

(χQf)(y)
´2πiy¨ξ dy

)
e2πix¨ξ dξ

]
=

[ ż
Rn

χQ(x)χQ(y)f(y)
( ż

Rn

χS(ξ)e
´2πi(y´x)¨ξ dξ

)
dy

]
=

ż

Rn

χQ(x)χQ(y)xχS(y ´ x)f(y) dy .

Using (4.18), the change of variables formula together with (i) shows (ii).
Let k(x, y) = χQ(x)χQ(y)xχS(y´x) andK be the operator defined by (Kf)(x) =

ż

Rn

k(x, y)f(y) dy.

Then k(x, y) = k(y, x); thus Proposition 4.16 implies that
8
ÿ

k=0

λk(S,Q) =

ż

Rn

k(x, x) dx =

ż

Q

xχS(0) dξ = |S||Q|

which establishes (iii).
To prove (iv), we make use of Proposition 4.16 and find that

8
ÿ

k=0

λk(S,Q)
2 =

ż

Rn

( ż
Rn

ˇ

ˇk(x, y)
ˇ

ˇ

2
dx

)
dy =

ż

QˆQ

ˇ

ˇ

xχS(y ´ x)
ˇ

ˇ

2
d(x, y) .

Since Q ˆ Q Ď (Q1 ˆ Q1) Y (Q2 ˆ Q2) and (Q1 ˆ Q1) X (Q2 ˆ Q2) = H, by the identity above we
conclude that

8
ÿ

k=0

λk(S,Q)
2 ě

ż

Q1ˆQ1

ˇ

ˇ

xχS(y ´ x)
ˇ

ˇ

2
d(x, y) +

ż

Q2ˆQ2

ˇ

ˇ

xχS(y ´ x)
ˇ

ˇ

2
d(x, y)

= λk(S,Q1) + λk(S,Q2) .



Let S and Q be cubes with volume sn and qn. Using (ii) we can assume that S and Q are centered
at the origin; that is, S =

[
´

s

2
,
s

2

]n and Q =
[
´

q

2
,
q

2

]n. Then

xχS(y ´ x) =

ż

[´ s
2
, s
2
]n
e2πi(x´y)¨ξ dξ =

n
ź

i=1

sinπ(xi ´ yi)s

π(xi ´ yi)
;

thus Proposition 4.16 provides that
8
ÿ

k=0

λk(S,Q)
2 =

ż

[´ q
2
, q
2
]n

( ż
[´ q

2
, q
2
]n

n
ź

i=1

sin2(π|xi ´ yi|s)

π2|xi ´ yi|2
dx

)
dy

=
( ż q

2

´
q
2

ż
q
2

´
q
2

sin2(π|x ´ y|s)

π2|x ´ y|2
dxdy

)n
.

By the fact that
ż 8

´8

sin2 t

t2
dt = π,

ż
q
2

´
q
2

ż
q
2

´
q
2

sin2(π|x ´ y|s)

π2|x ´ y|2
dxdy =

s

π

ż
q
2

´
q
2

( ż π( q
2

´y)s

π(´ q
2

´y)s

sin2 t

t2
dt
)
dy

=
s

π

ż
q
2

´
q
2

( ż 8

´8

sin2 t

t2
dt ´

ż 8

π( q
2

´y)s

sin2 t

t2
dt ´

ż π(´ q
2

´y)s

´8

sin2 t

t2
dt
)
dy

= sq ´
2s

π

ż
q
2

´
q
2

( ż 8

π( q
2

´y)s

sin2 t

t2
dt
)
dy

= sq ´
q

π

ż 1

´1

( ż 8

qπ
2
(1´y)

sin2(st)

t2
dt
)
dy .

Note that
q

π

ż 1

´1

( ż 8

qπ
2
(1´y)

sin2(st)

t2
dt
)
dy =

q

π

ż 8

qπ

( ż 1

´1

sin2(st)

t2
dy

)
dt+

q

π

ż qπ

0

( ż 1

1´ 2t
qπ

sin2(st)

t2
dy

)
dt

=
2

π

ż 8

π

sin2(sqt)

t2
dt+

2

π2

ż qπ

0

sin2(st)

t
dt

ď
2

π

ż 8

π

1

t2
dt+

2

π2

ż sq

0

sin2(πt)

t
dt

ď
2

π2

[
1 +

ż 1

0

sin2(πt)

t
dt+

ż sq

1

sin2(πt)

t
dt
]

ď
2

π2

[
3 + log+(sq)

]
,

so (v) is established.
For a given k-dimensional subspace Ck, the subspace BSCk has dimension d ď k. Moreover,

f K BSCk if and only if BSf K Ck. By the fact that }BSf}L2(Rn) ď }f}L2(Rn) and

λk(S,Q) ď sup
fKCk,f‰0

(BSDQBSf, f)L2(Rn)

}f}2L2(Rn)

for any k-dimensional subspace Ck of L2(Rn), we conclude that

λk(S,Q) ď λd(S,Q) ď sup
fKBSCk

f‰0,BSf‰0

(BSDQBSf, f)L2(Rn)

}f}2L2(Rn)

ď sup
BSfKCk
BSf‰0

(DQBSf,BSf)L2(Rn)

}BSf}2L2(Rn)

ď sup
fPB(S)

fKCk,f‰0

(DQf, f)L2(Rn)

}f}2L2(Rn)

= sup
fPB(S)

fKCk,f‰0

(DQf,DQf)L2(Rn)

}f}2L2(Rn)

= sup
fPB(S)

fKCk,f‰0

}DQf}2L2(Rn)

}f}2L2(Rn)

.



On the other hand, by the fact that

λk´1(S,Q) ě inf
fPCk,f‰0

(BSDQBSf, f)L2(Rn)

}f}2L2(Rn)

for any k-dimensional subspace of L2(Rn), choosing Ck Ď B(S) we obtain that

λk´1(S,Q) ě inf
fPCk,f‰0

(BSDQBSf, f)L2(Rn)

}f}2L2(Rn)

= inf
fPB(S)XCk

f‰0

(DQBSf,BSf)L2(Rn)

}f}2L2(Rn)

= inf
fPB(S)XCk

f‰0

(DQf, f)L2(Rn)

}f}2L2(Rn)

= inf
fPB(S)XCk

f‰0

(DQf,DQf)L2(Rn)

}f}2L2(Rn)

= inf
fPB(S)XCk

f‰0

}DQf}2L2(Rn)

}f}2L2(Rn)

;

thus (vi) is established. ˝

Lemma 4.18. For any bounded measurable set S Ď Rn and d ą 0, there exists a Schwartz function
h : Rn Ñ C such that supp(h) Ď B(0, d) and |ph(ξ)

ˇ

ˇ ě 1 for all ξ P S.

Proof. Since S is bounded, S Ď B(0, R) for some R ą 0. Let f P S (Rn) be such that f ą 2 on
B(0, R). Since qf P S (Rn), there exists g P C 8

c (Rn) such that } qf ´ g}L1(Rn) ă 1. Choose r ą d such
that supp(g) Ď B(0, r), and defined the function h by

h(x) ”
rn

dn
g
(rx
d

)
.

Then h is supported in B(0, d). Moreover,

ph(ξ) =

ż

Rn

rn

dn
g
(rx
d

)
e2πix¨ξ dx = pg

(dξ
r

)
@ ξ P Rn ,

and the Fourier inversion formula implies that

sup
ξPRn

ˇ

ˇf
(dξ
r

)
´ ph(ξ)

ˇ

ˇ = sup
ξPRn

ˇ

ˇf
(dξ
r

)
´ pg

(dξ
r

)ˇ
ˇ = }f ´ pg}L8(Rn) ď } qf ´ g}L1(Rn) ă 1 .

Therefore, if |ξ| ă R, we must have d|ξ|

r
ă R; hence

ˇ

ˇph(ξ)
ˇ

ˇ ě
ˇ

ˇf
(dξ
r

)ˇ
ˇ ´ 1 ě 1 @ |ξ| ď R .

Since S Ď B(0, R),
ˇ

ˇph
ˇ

ˇ ě 1 on S. ˝

Lemma 4.19. Let S Ď R be a bounded set and Λ be a uniformly discrete set of sampling for B(S)
with separation number d and counting function n. For a compact set I, I+ denotes the set of points
whose distance to I is less than d

2
. Then

λn(I+)(S, I) ď γ ă 1 (4.19)

for some γ depending on S, Λ but not on I.



Proof. By Lemma 4.18, there exists a Schwartz function h such that h vanishes outside B(0,
d

2
) and

|ph| ě 1 on S. Let C be the subspace of L2(R) spanned by the functions h(λ ´ ¨) for λ P Λ X I+.
Since (

h(λi ´ ¨), h(λj ´ ¨)
)
L2(R) =

ż

R
h(λi ´ x)h(λj ´ x) dx = 0 if λi ‰ λj ,

the dimension of C is n(I+).
For a given f P B(S) be given, we define g = f ˇh; that is,

g(x) =

ż

R
f(y)h(x ´ y) dy =

ż

|y´x|ă d
2

f(y)h(x ´ y) dy .

Then pg = pf ph which further implies that g P B(S). Therefore, by the fact that Λ is a set of sampling
for B(S),

}g}2L2(R) ď K
ÿ

λPΛ

ˇ

ˇg(λ)
ˇ

ˇ

2
.

Moreover, the Plancherel identity shows that

}g}L2(R) = }pg}L2(R) = } pf}L2(R)}ph}L2(R) ě } pf}L2(R) = }f}L2(R) (4.20)

and the Cauchy-Schwarz inequality shows that

|g(x)|2 ď }h}2L2(R)

ż

|y´x|ă d
2

f(y)2 dy .

Therefore, if f P B(S) and f K C, we have

}f}2L2(R) ď }g}2L2(R) ď K
ÿ

λPΛ

ˇ

ˇg(λ)
ˇ

ˇ

2
= K

ÿ

λPΛ,λRI+

ˇ

ˇg(λ)
ˇ

ˇ

2

ď K}h}2L2(R)

ÿ

λPΛ,λRI+

ż

|y´λ|ă d
2

ˇ

ˇf(y)
ˇ

ˇ

2
dy

ď K}h}2L2(R)

ż

IA

ˇ

ˇf(y)
ˇ

ˇ

2
dy = K}h}2L2(R)

[
}f}2L2(R) ´

ż

R

ˇ

ˇDIf(y)
ˇ

ˇ

2
dy

]
.

As a consequence, letting γ ” 1 ´
1

K}h}2
L2(R)

, we have

}DIf}2L2(R)

}f}2L2(R)
ď 1 ´

1

K}h}2L2(R)
= γ ă 1 .

Inequality (4.19) then follows from (vi) of Theorem 4.17. ˝

Lemma 4.20. Let S Ď R be a bounded set and Λ be a uniformly discrete set of interpolation for
B(S) with separation number d and counting function n. For a compact set I, I´ denotes the set of
points whose distance to IA exceeds d

2
. Then

λn(I´)´1(S, I) ě δ ą 0

for some δ depending on S and Λ but not on I.



Proof. Again by Lemma 4.18, there exists a Schwartz function h such that h vanishes outside B(0,
d

2
)

and |ph| ě 1 on S.
Define a bounded linear operator A on B(S) by Ag =

␣

g(λ)
(

λPΛ
if g P B(S). To see the

boundedness of A, let g P B(S) be given, and let f P B(S) be such that pg = pf ph; that is,

f(x) =

ż

R

pg(ξ)

ph(ξ)
e2πixξ dξ .

The same as (4.20), we have }f}L2(R) ď }g}L2(R), and the Cauchy-Schwarz inequality implies that

ˇ

ˇg(x)
ˇ

ˇ

2
ď }h}2L2(R)

ż

|y´x|ă d
2

|f(y)|2 dy .

Since Λ is uniformly discrete with separation number d, by the fact that g = f ˇh, we have
ÿ

λPΛ

ˇ

ˇg(λ)
ˇ

ˇ

2
ď }h}2L2(R)

ÿ

λPΛ

ż

|y´λ|ă d
2

ˇ

ˇf(y)
ˇ

ˇ

2
dy ď }h}2L2(R)}f}2L2(R) ď }h}2L2(R)}g}2L2(R) . (4.21)

Therefore, A : B(S) Ñ ℓ2 is bounded.
Define E(S) ”

␣

f P B(S)
ˇ

ˇ f(λ) = 0 for all λ P Λ
(

. For f P B(S), the Cauchy-Schwarz inequality
and the Plancherel identity imply that

|f(x)|2 ď

( ż
S

ˇ

ˇ pf(y)
ˇ

ˇ dy
)2

ď |S|} pf}2L2(R) = |S|}f}2L2(R) ,

so if tfku8
k=1 Ď B(S) converges to f in L2(R) (that means }fk ´ f}L2(R) Ñ 0 as k Ñ 8), tfku8

k=1 also
converges to f uniformly on S. In particular, if tfku8

k=1 Ď E(S) converges to f in L2 sense, then for
λ P Λ,

ˇ

ˇf(λ)
ˇ

ˇ = lim
kÑ8

ˇ

ˇf(λ) ´ fk(λ)
ˇ

ˇ ď lim
kÑ8

a

|S|}fk ´ f}L2(R) = 0

which implies that f P E(S). In other words, E(S) is a closed subspace.
Let EK(S) denote the orthogonal complement of E(S), and taλuλPΛ P ℓ2 be given. Since Λ is a

set of interpolation for B(S), there exists f P B(S) such that

f(λ) = aλ @λ P Λ .

By the fact that B(S) = E(S) ‘ EK(S), there exist (unique) f1 P E(S) and f2 P EK(S) such that
f = f1 + f2. Therefore, since f1(λ) = 0 for all λ P Λ, we have

f2(λ) = f1(λ) + f2(λ) = f(λ) = aλ @λ P Λ .

Therefore, Λ is a set of interpolation for EK(S). This also implies that A : EK(S) Ñ ℓ2 is surjective.
Moreover, noting that A : EK(S) Ñ ℓ2 is one-to-one, we find that A : EK(S) Ñ ℓ2 is a bounded

linear bijective operator. Therefore, the bounded inverse theorem (from functional analysis) implies
that A´1 : ℓ2 Ñ EK(S) is also bounded linear; thus there exists K ą 0 such that

}g}2L2(R) ď K
ÿ

λPΛ

ˇ

ˇg(λ)
ˇ

ˇ

2
@ g P EK(S) . (4.22)



In other words, Λ is a set of sampling for EK(S) as well.
For each λ P Λ, let φλ P EK(S) be the function whose value is 1 at λ and 0 at other point of Λ.

We remark that such a φλ exists since Λ is a set of interpolation for EK(S). Clearly tφλuλPΛ is a set
of linear independent functions. Let ψλ P B(S) be such that xφλ = xψλ

ph; that is,

ψλ(x) =

ż

S

xφλ(ξ)

ph(ξ)
e2πix¨ξ dξ .

Then tψλuλPΛ is also a set of linear independent functions. Let C be the subspace of B(S) spanned
by tψλuλPΛXI´ . Then dim(C) = n(I´) = #(Λ X I´). For a given function f P C, f =

ř

λPΛXI´

cλψλ

for some tcλuλPΛXI´ ; thus

zf ˇh = pf ph =
ÿ

λPΛXI´

cλxψλ
ph =

ÿ

λPΛXI´

cλxφλ

which shows that f ˇh is a linear combination of tφλuλPΛXI´ . This further implies that

f ˇh P EK(S) and (f ˇh)(λ) = 0 @λ R Λ X I´ whenever f P C .

As a consequence, using (4.20) and (4.22), we obtain that if f P C,

K´1}f}2L2(R) ď K´1}(f ˇh)}2L2(R) ď
ÿ

λPΛ

ˇ

ˇ(f ˇh)(λ)
ˇ

ˇ

2
=

ÿ

λPΛXI´

ˇ

ˇ(f ˇh)(λ)
ˇ

ˇ

2

ď }h}2L2(R)

ÿ

λPΛXI´

ż

|y´λ|ă d
2

ˇ

ˇf(y)
ˇ

ˇ

2
dy ď }h}2L2(R)}f}2L2(I) = }h}2L2(R)}DIf}2L2(R) ;

thus for f P C,
}DIf}2L2(R)

}f}2L2(R)
ě

1

K}h}2L2(R)
= δ ą 0 ,

where we note that δ depends only on S (due to the dependence on h) and Λ but not on I. The
lemma is then concluded by (vii) of Theorem 4.17. ˝

Proof of (4.16). Let d be a separation number of Λ, I = [´
1

2
,
1

2
] be a unit interval, and J be an

interval of length r such that n´(r) = n(J) = #(Λ X J). Since J is a single interval, then J+, the
set of points whose distance to J is less than d

2
, satisfies n(J+) ď n(J)+ 2; thus (ii) of Theorem 4.17

and Lemma 4.19 imply that

λn(J)+2(S, rI) ď λn(J+)(S, J) ď γ ă 1 (4.23)

for some γ independent of r.
Suppose that S consists of p disjoint intervals J1, ¨ ¨ ¨ , Jp. By Example 4.13, the set of integers

Z is a uniformly discrete set of sampling and interpolation of B(I) with separation number 1. The
set (rS)´, the collection of points whose distance to (rS)A exceeds 1

2
, consists of at most p disjoint

intervals, so
#((rS)´ X Z) ě |(rS)´| ´ p = r|S| ´ 2p .

By (i) and (ii) of Theorem 4.17 and Lemma 4.20, we find that

λr|S|´2p´1(S, rI) = λr|S|´2p´1(I, rS) ě λ#((rS)´XZ)´1(I, rS) ě δ ą 0 (4.24)



for some δ independent of r.

Let µ(S, rI) =
8
ř

k=0

λk(S, rI)
(
1 ´ λk(S, rI)

)
. By (iii)-(v) of Theorem 4.17,

µ(S, rI) = r|S| ´

8
ÿ

k=0

λ2k(S, rI) ď r|S| ´

p
ÿ

j=1

8
ÿ

k=0

λ2k(Jj, rI)

ď r|S| ´

p
ÿ

j=1

(
r|Jj| ´

2

π2
log+(r|Jj|) ´

6

π2

)
ď

2

π2

p
ÿ

j=1

log+ r|Jj| +
6p

π2
ď A log+ r +B

for some constants A,B depending only on S.
Now suppose that n(J) + 2 ď r|S| ´ 2p ´ 1, then (4.23) and (4.24) imply that

0 ă δ ď λk(S, rI) ď γ ă 1 @ k P [n(J) + 2, r|S| ´ 2p ´ 1] .

Therefore,(
r|S| ´ 2p ´ 1 ´ n(J) ´ 2 + 1

)
min

␣

δ(1 ´ δ), γ(1 ´ γ)
(

ď µ(S, rI) ď A log+ r +B

which shows that
n(J) ě r|S| ´ A log+ r ´ B (4.25)

for some constants A,B depending on S and Λ but not r. On the other hand, if n(J)+2 ą r|S|´2p´1,
(4.25) holds automatically (for proper choices of A and B); thus (4.16) is established. ˝

We can measure the density of a uniformly discrete set Λ in terms of function n˘(r).

Definition 4.21. The Beurling upper and lower uniform densities of a uniformly discrete
set Λ, denoted by D+(Λ) and D´(Λ), respectively, are the numbers defined by

D˘(Λ) = lim
rÑ8

n˘(r)

r
.

The Beurling density reduces to the usual concept of average sampling rate for uniform and
periodic non-uniform sampling.

Corollary 4.22. Let S Ď R be a bounded set with measure |S| and Λ be a uniformly discrete set.

1. If Λ is a set of sampling for B(S), then D´(Λ) ě |S|.

2. If Λ is a set of interpolation for B(S), then D+(Λ) ď |S|.

5 Applications on Partial Differential Equations
5.1 Heat Conduction in a Rod

Consider the heat distribution on a rod of length L: Parameterize the rod by [0, L], and let t be the
time variable. Let ρ(x), s(x), κ(x) denote the density, specific heat, and the thermal conductivity



of the rod at position x P (0, L), respectively, and u(x, t) denote the temperature at position x and
time t. For 0 ă x ă L, and ∆x,∆t ! 1,
ż x+∆x

x

ρ(y)s(y)
[
u(y, t+∆t) ´ u(y, t)

]
dy =

ż t+∆t

t

[
´κ(x)ux(x, t

1) + κ(x+∆x)ux(x+∆x, t1)
]
dt1 ,

where the left-hand side denotes the change of the total heat in the small section (x, x + ∆x), and
the right-hand side denotes the heat flows from outside. Divide both sides by ∆x∆t and letting ∆x

and ∆t approach zero, if all the functions appearing in the equation above are smooth enough, we
find that

ρ(x)s(x)ut(x, t) =
[
κ(x)ux(x, t)

]
x

0 ă x ă L , t ą 0 . (5.1)

Assuming uniform rod; that is, ρ, s, κ are constant, then (5.1) reduces to that

ut(x, t) = α2uxx(x, t) , 0 ă x ă L , t ą 0 , (5.2a)

where α2 =
κ

ρs
is called the thermal diffusivity. By re-scaling the length scale, we can assume

that α = 1.

To determine the state of the temperature, we need to impose that initial condition

u(x, 0) = u0(x) 0 ă x ă L (5.2b)

for some given function u0 : [0, L] Ñ R and a boundary condition. Usually one of the following four
types of boundary conditions is imposed:

1. Dirichlet boundary condition: The Dirichlet boundary condition is used to describe the
phenomena that the temperature at the end points of the rod is known/controable. Mathe-
matically, it is expressed by

u(0, t) = a(t) and u(L, t) = b(t) @ t ą 0

for some given functions a(t) and b(t).

2. Neumann boundary condition: The Neumann boundary condition is used to describe the
phenomena of insulation; that is, there is no heat flow at the end points. Mathematically, it is
expressed by

ux(0, t) = ux(L, t) = 0 @ t ą 0 .

In general, we can consider the boundary condition

ux(0, t) = a(t) and ux(L, t) = b(t) @ t ą 0

for some given functions a(t) and b(t).

3. Mixed type boundary condition: We can also consider the case that at one end point the
temperature is known while there is no heat flow on the other end point. In general, this is
expressed by

u(0, t) = a(t) and ux(L, t) = b(t) @ t ą 0



or
ux(0, t) = a(t) and u(L, t) = b(t) @ t ą 0

for some given functions a(t) and b(t).

4. Periodic boundary condition: Suppose that instead of rods we consider modelling the
temperature distribution in a (big) ring (with perimeter L). Choosing a point on the ring as
the “left-end” point and parameterizing the point of the ring by arc-length, we then have the
“boundary” condition

u(0, t) = u(L, t) @ t ą 0 .

This is called the periodic boundary condition.

5.1.1 The Dirichlet problem

In this sub-section we consider the heat equation with Dirichlet boundary condition:

ut ´ uxx = 0 in (0, L) ˆ (0,8) , (5.3a)
u = u0 on (0, L) ˆ tt = 0u , (5.3b)

u(0, t) = a , u(L, t) = b for all t ą 0 , (5.3c)

where a and b are given constants. Let v(x, t) = u(x, t) ´
b ´ a

L
x ´ a. Then v satisfies

vt ´ vxx = 0 in (0, L) ˆ (0,8) , (5.4a)
v = v0 on (0, L) ˆ tt = 0u , (5.4b)

v(0, t) = v(L, t) = 0 for all t ą 0 , (5.4c)

where v0 : [0, L] Ñ R is given by v0(x) = u0(x) ´
b ´ a

L
x ´ a. As long as the solution v to (5.4) is

found, the solution u to (5.3) can be constructed using u(x, t) = v(x, t) +
b ´ a

L
x+ a. Therefore, we

focus on solving (5.4) (using the Fourier series method).
The idea of using the Fourier series to solve (5.4) is that for each fixed t ą 0 we express v in terms

of its Fourier series representation (using proper “basis”). Recall that for a function f : [0, L] Ñ R,
we have the Fourier representation

f(x) ‘‘=” c0
2
+

8
ÿ

k=1

ck cos 2πkx
L

+ sk sin 2πkx

L
x P [0, L] ,

where ck =
2

L

ż L

0
f(x) cos 2πkx

L
dx and sk =

2

L

ż L

0
f(x) sin 2πkx

L
dx, so

v(x, t) ‘‘=” c0(t)
2

+
8
ÿ

k=1

ck(t) cos 2πkx
L

+ sk(t) sin 2πkx

L
x P [0, L] ,

for some sequence of functions
␣

ck(t)
(8

k=0
and

␣

sk(t)
(8

k=1
. However, this particular Fourier series

representation of v is not a good choice of solving (5.4) since it is difficult to validate the boundary
condition (5.4c).



Note that for f : [0, L] Ñ R instead of the Fourier series representation above we can also consider
the “cosine” series or “sine” series that are obtained by treating f as the restriction of an even or
an odd function defined on [´L,L] to [0, L]. In other words, define fe, fo : [´L,L] Ñ R, called the
even and odd extension of f respectively, by

fe(x) =

"

f(x) if x P [0, L] ,

f(´x) if x P [´L, 0) ,
and fo(x) =

"

f(x) if x P [0, L] ,

´f(´x) if x P [´L, 0) ,

then f = fo = fe on [0, L]. Since

fe(x) ‘‘=” c0
2
+

8
ÿ

k=1

ck cos πkx
L

and fo(x) ‘‘=”
8
ÿ

k=1

sk sin πkx
L

x P [´L,L] ,

where ck =
2

L

ż L

0
f(x) cos πkx

L
dx and sk =

2

L

ż L

0
f(x) sin πkx

L
dx, we have

f(x) ‘‘=” c0
2
+

8
ÿ

k=1

ck cos πkx
L

and f(x) ‘‘=”
8
ÿ

k=1

sk sin πkx
L

x P [0, L] .

Using the sine series, for each t ą 0 v(x, t) can be expressed as

v(x, t) ‘‘=”
8
ÿ

k=1

dk(t) sin πkx
L

x P [0, L] .

for some sequence of function
␣

dk(t)
(8

k=1
to be determined. We note that using this particular

representation of v the boundary condition (5.4c) automatically holds. Therefore, it suffices to find
␣

dk(t)
(8

k=1
such that (5.4a,b) hold.

Assume that the differentiation of the series can be obtained by term-by-term differentiation;
that is,

B

B t

8
ÿ

k=1

dk(t) sin πkx

L
=

8
ÿ

k=1

B

B t

(
dk(t) sin πkx

L

)
=

8
ÿ

k=1

d 1
k(t) sin πkx

L

and
B 2

Bx2

8
ÿ

k=1

dk(t) sin πkx

L
=

8
ÿ

k=1

B 2

Bx2

(
dk(t) sin πkx

L

)
= ´

8
ÿ

k=1

k2π2

L2
dk(t) sin πkx

L
.

Then (5.4a) implies that
8
ÿ

k=1

[
d 1
k(t) +

k2π2

L2
dk(t)

]
sin πkx

L
= 0 x P [0, L] .

As a consequence,

d 1
k(t) +

k2π2

L2
dk(t) = 0 @ k P N . (5.5a)

To determine dk uniquely, an initial condition for dk has to be imposed. Noting that (5.4b) implies
that

v0(x) ‘‘=”
8
ÿ

k=1

dk(0) sin πkx

L
x P [0, L] ;



thus
dk(0) = pv0k ”

2

L

ż L

0

v0(x) sin πkx

L
dx . (5.5b)

Solving the initial value problem (5.5), we find that

dk(t) = pv0ke
´ k2π2

L2 t
@ k P N ;

thus the solution to (5.4) can be written as

v(x, t) =
8
ÿ

k=1

pv0ke
´ k2π2

L2 t sin kπx

L
.

Therefore, the solution to (5.3) can be written as

u(x, t) =
8
ÿ

k=1

pv0ke
´ k2π2

L2 t sin kπx

L
+

b ´ a

L
x+ a . (5.6)

‚ the long time behavior: Suppose that the temperature at the left-end and right-end points are
fixed as a and b (as described in the boundary condition (5.3c)). Then we expect that no matter
what the temperature distribution is given initially, the temperature distribution approaches a linear
distribution; that is, we expect that u(x, t) Ñ

b ´ a

L
x+a as t Ñ 8 for all x P [0, L]. This expectation

is in fact true, and we try to prove this here.
Using (5.6), we obtain that

ˇ

ˇu(x, t) ´
b ´ a

L
x ´ a

ˇ

ˇ ď

8
ÿ

k=1

ˇ

ˇ

pv0k
ˇ

ˇe´ k2π2

L2 t .

By the fact that
ˇ

ˇ

pv0k
ˇ

ˇ ď
2

L

ż L

0

ˇ

ˇv0(x)
ˇ

ˇ dx =
2

L
}v0}L1(0,L) ,

we find that

ˇ

ˇu(x, t) ´
b ´ a

L
x ´ a

ˇ

ˇ ď
2

L
}v0}L1(0,L)

8
ÿ

k=1

e´ k2π2

L2 t
ď

2

L
}v0}L1(0,L)

8
ÿ

k=1

e´ k2π2

L2 (t´1)e´ k2π2

L2

ď
2

L
}v0}L1(0,L)e

´ π2

L2 (t´1)
8
ÿ

k=1

e´ k2π2

L2 ;

thus with C denoting the constant 2

L
}v0}L1(0,L)e

π2

L2

8
ř

k=1

e´ k2π2

L2 , we have

sup
xP[0,L]

ˇ

ˇu(x, t) ´
b ´ a

L
x ´ a

ˇ

ˇ ď Ce´ π2

L2 t . (5.7)

Since C ă 8, we conclude that the function u(¨, t) converges to the function b ´ a

L
x + a uniformly

on [0, L] as t Ñ 8.



5.1.2 The Neumann problem

In this sub-section we consider the heat equation with Neumann boundary condition:

ut ´ uxx = 0 in (0, L) ˆ (0,8) , (5.8a)
u = u0 on (0, L) ˆ tt = 0u , (5.8b)

ux(0, t) = a , ux(L, t) = b for all t ą 0 , (5.8c)

where a and b are given constants. Let v(x, t) = u(x, t) ´
b ´ a

2L
(x2 + 2t) ´ ax. Then v satisfies

vt ´ vxx = 0 in (0, L) ˆ (0,8) , (5.9a)
v = v0 on (0, L) ˆ tt = 0u , (5.9b)

vx(0, t) = vx(L, t) = 0 for all t ą 0 , (5.9c)

where v0 : [0, L] Ñ R is given by v0(x) = u0(x) ´
b ´ a

2L
x2 ´ ax. As long as the solution v to (5.9) is

found, the solution u to (5.8) can be constructed using u(x, t) = v(x, t) +
b ´ a

2L
x2 + ax. Therefore,

we focus on solving (5.9) (using the Fourier series method). We look for tdk(t)u
8
k=0 such that

v(x, t) =
d0(t)

2
+

8
ÿ

k=1

dk(t) cos πkx
L

validates (5.9a,b).
Assume that the differentiation of the series can be obtained by term-by-term differentiation;

that is,

B

B t

8
ÿ

k=1

dk(t) cos πkx

L
=

8
ÿ

k=1

B

B t

(
dk(t) cos πkx

L

)
=

8
ÿ

k=1

d 1
k(t) cos πkx

L
,

B

Bx

8
ÿ

k=1

dk(t) cos πkx

L
=

8
ÿ

k=1

B

Bx

(
dk(t) cos πkx

L

)
= ´

8
ÿ

k=1

kπ

L
dk(t) sin πkx

L
,

and
B 2

Bx2

8
ÿ

k=1

dk(t) cos πkx

L
=

8
ÿ

k=1

B 2

Bx2

(
dk(t) cos πkx

L

)
= ´

8
ÿ

k=1

k2π2

L2
dk(t) cos πkx

L
.

Then (5.9c) holds automatically, and (5.9a) implies that

d 1
0(t)

2
+

8
ÿ

k=1

[
d 1
k(t) +

k2π2

L2
dk(t)

]
cos πkx

L
= 0 .

Therefore, d0 is a constant and dk satisfies (5.5) as well. Moreover, expressing v0 in terms of cosine
series, (5.9b) implies that

dk(0) = pv0k ”
2

L

ż L

0

v0(x) cos πkx

L
dx @ k P N Y t0u .

Solving (5.5) with the initial condition above, we obtain that

dk(t) = pv0ke
´ k2π2

L2 t
@ k P N ;



thus the solution to (5.9) can be written as

v(x, t) =
1

L

ż L

0

v0(x) dx+
8
ÿ

k=1

pv0ke
´ k2π2

L2 t cos kπx

L
.

Therefore, the solution to (5.3) can be written as

u(x, t) =
1

L

ż L

0

v0(x) dx+
8
ÿ

k=1

pv0ke
´ k2π2

L2 t cos kπx

L
+

b ´ a

2L
(x2 + 2t) + ax .

‚ the long time behavior: Suppose that the rod is insulated at the end-points; that is, the temperature
u satisfies ux(0, t) = ux(L, t) = 0 for all t ą 0. Then v0 = u0 and we expect that no matter what
the temperature distribution is given initially, the temperature distribution approaches the average

temperature; that is, we expect that u(x, t) Ñ
1

L

ż L

0
u0(x) dx as t Ñ 8 for all x P [0, L]. Similar to

the derivation of (5.7),

ˇ

ˇ

ˇ
u(x, t) ´

1

L

ż L

0
u0(x) dx

ˇ

ˇ

ˇ
ď

2

L
}v0}L1(0,L)

8
ÿ

k=1

e´ k2π2

L2 t
ď

2

L
}v0}L1(0,L)

8
ÿ

k=1

e´ k2π2

L2 (t´1)e´ k2π2

L2

ď
2

L
}v0}L1(0,L)e

´ π2

L2 (t´1)
8
ÿ

k=1

e´ k2π2

L2 ;

thus with C denoting the constant 2

L
}v0}L1(0,L)e

π2

L2

8
ř

k=1

e´ k2π2

L2 , we have

sup
xP[0,L]

ˇ

ˇ

ˇ
u(x, t) ´

1

L

ż L

0
u0(x) dx

ˇ

ˇ

ˇ
ď Ce´ π2

L2 t . (5.10)

Since C ă 8, we conclude that the function u(¨, t) converges to the function 1

L

ż L

0
u0(x) dx uniformly

on [0, L] as t Ñ 8.

5.2 Heat Conduction on Rn

Consider the heat equation on Rn

ut ´ ∆u = 0 in Rn ˆ (0,8) , (5.11a)
u = u0 on Rn ˆ tt = 0u , (5.11b)

where ∆ is the Laplace operator, called Laplacian, defined by

∆u =
n
ÿ

k=1

B 2u

Bx2k
(= div∇u) .

For a function f of x (and probably also t), let F (f) = pf denote the Fourier transform of f in
x; that is,

F (f)(ξ, t) = pf(ξ, t) =
1

?
2π

n

ż

Rn

f(x, t)e´ix¨ξ dx .



Then by assuming that pu(¨, t) exists for all t ą 0, Lemma 3.11 implies that

F (∆u)(ξ, t) = F
( n
ÿ

k=1

B

Bxk

Bu

Bxk

)
(ξ, t) =

n
ÿ

k=1

F
(

B

Bxk

Bu

Bxk

)
(ξ, t)

=
n
ÿ

k=1

iξkF
(

Bu

Bxk

)
(ξ, t) =

n
ÿ

k=1

(iξk)
2
pu(ξ, t) = ´|ξ|2pu(ξ, t) .

Assume further that
B

B t
pu(ξ, t) =

B

B t

1
?
2π

n

ż

Rn

u(x, t)e´ix¨ξ dx =
1

?
2π

n

ż

Rn

B

B t
u(x, t)e´ix¨ξ dx

=
1

?
2π

n

ż

Rn

ut(x, t)e
´ix¨ξ dx = put(ξ, t) .

Taking the Fourier transform of (5.11a), we find that
B

B t
pu(ξ, t) + |ξ|2pu(ξ, t) = F (ut ´ ∆u)(ξ, t) = 0 . (5.12)

Since pu(ξ, 0) = F (u(¨, 0))(ξ) = pu0(ξ), solving the ODE (5.12) with this initial condition we obtain
that

pu(ξ, t) = pu0(ξ)e
´|ξ|2t = pu0(ξ)xP2t(ξ) ,

where Pt(x) =
1

?
t
n e

´
|x|2

2t . By Theorem 3.23, we conclude that

u(x, t) = (u0˙P2t)(x) =
1

?
2π

n

ż

Rn

1
?
2t

n e
´

|x´y|2

4t u0(y) dy =
1

?
4πt

n

ż

Rn

e´
|x´y|2

4t u0(y) dy . (5.13)

This induces the following

Definition 5.1. The function H(x, t) =
1

?
4πt

n e
´

|x|2

4t is called the heat kernel.

Having introduced the heat kernel, the solution to (5.11), given by (5.13) can be expressed by

u(x, t) =
(
H(¨, t)ˇu0

)
(x) .

‚ Non-uniqueness of solutions: The Fourier transform method only picks up solutions whose Fourier
transform is defined, and it is possible that there are other solutions to (5.11). Consider the function

u(x, t) =
8
ÿ

k=0

g(k)(t)

(2k)!
x2k , (5.14)

where g is given by

g(t) =

" exp(´t´2) if t ą 0 ,

0 if t = 0 .

Then there exists θ ą 0 such that
ˇ

ˇg(k)(t)
ˇ

ˇ ď
k!

(θt)k
exp

(
´

1

2
t´2

)
@ t ą 0 . (5.15)

In fact, using the Cauchy integral formula,

g(k)(t) =
k!

2πi

¿

|z´t|=θt

g(z)

(z ´ t)k+1
dz



where θ P (0, 1) is chosen so small such that
ˇ

ˇg(z)
ˇ

ˇ ď exp
(
´
1

2
t´2

)
on |z´ t| = θt. The choice of such

a θ is possible since by writing z = x+ iy,

ˇ

ˇg(x+ iy)
ˇ

ˇ =
ˇ

ˇ

ˇ
exp

(y2 ´ x2 + 2ixy

(x2 + y2)2

)ˇ
ˇ

ˇ
= exp

( y2 ´ x2

(x2 + y2)2

)
ď exp

( θ2 ´ (1 ´ θ)2

((1 + θ)2 + θ2)2
t´2

)
if θ ă

1

2
.

By the fact that k!

(2k)!
ď

1

k!
, we find that

8
ÿ

k=0

ˇ

ˇ

ˇ

g(k)(t)

(2k)!
x2k

ˇ

ˇ

ˇ
ď

8
ÿ

k=0

x2k

k!(θt)k
exp

(
´

1

2
t´2

)
= exp

[
1

t

(x2
θ

´
1

2
t´2

)]
@ t ą 0, x P R . (5.16)

Therefore, by comparison the series in (5.14) converges for all t ą 0, and trivially also converges for
t = 0. Moreover, (5.16) shows that for each t P R, (5.14) is a convergent power series; thus

uxx(x, t) =
B 2

Bx2
u(x, t) =

8
ÿ

k=0

g(k)(t)

(2k)!

B 2x2k

Bx2
=

8
ÿ

k=1

g(k)(t)

(2k ´ 2)!
x2k´2 @ t ą 0, x P R .

On the other hand, by the fact that (k + 1)!

(2k)!
ď

1

(k ´ 1)!
if k ě 1, using (5.15) we find that for all

t ą 0 and x P R,
8
ÿ

k=0

ˇ

ˇ

ˇ

g(k+1)(t)

(2k)!
x2k

ˇ

ˇ

ˇ
ď
ˇ

ˇg 1(t)
ˇ

ˇ+
8
ÿ

k=1

x2k

(k ´ 1)!(θt)k+1
exp

(
´

1

2
t´2

)
=
ˇ

ˇg 1(t)
ˇ

ˇ+
x2

(θt)2
exp

[
1

t

(x2
θ

´
1

2
t´2

)]
.

Therefore, the series
8
ř

k=0

g(k+1)(t)

(2k)!
x2k converges uniformly on any bounded set of R; thus

ut(x, t) =
8
ÿ

k=0

g(k+1)(t)

(2k)!
x2k =

8
ÿ

k=1

g(k)(t)

(2k ´ 2)!
x2k´2 = uxx(x, t) @ t ą 0, x P R .

This implies that u satisfies the heat equation

ut ´ uxx = 0 in R ˆ (0,8) ,

u = 0 on R ˆ tt = 0u .

Note that using the Fourier transform method to solve the PDE above we obtain trivial solution.
The reason for not seeing the solution given by (5.14) using the Fourier transform method is that
the Fourier transform of the function u given by (5.14) does not exists.
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