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Chapter O

Introduction - Sets and Functions

0.1 Sets

Definition 0.1. A set is a collection of objects called elements or members of the set.
A set A is said to be a subset of S if every member of A is also a member of S. We write
x € A if x is a member of A, and write A < S if A is a subset of S. The empty set, denoted

&, is the set with no member.

Definition 0.2. Let S be a given set, and A< S, B< S.

The set Au B, called the union of A and B, consists of members belonging to set A or set B.

0

Let Ay, Ay, -+ be sets. The set |J A; = {z|z € A, for some i} is the union of Ay, Ay, - -.
i=1

The set A n B, called the intersection of A and B, consists of members belonging to

0
both set A and set B. Let Ay, As,--- be sets. The set (| A; = {z|x € A, for all i} is the
i=1

intersection of Ay, Ag,---.

Remark 0.3. Let .# be the collection of some subsets in S. Sometimes we also write the
union of sets in .# as ] A; that is,
AeF

UA:{a:eSHAegfaxeA}

AeF

Similarly, (| A= {z e S|VAe.Z 5z e A} is the intersection of sets in ..
AeF

Example 0.4. Let A = {1,2,3,4,5}, B = {1,3,7}, S = {1,2,3,---}, and .Z = {A, B}.
Then |J E=AuB={1,2,3,4,57},and (| E=An B={1,3}.

FEes FEes

Definition 0.5. Let S be a given set, and A = S, B € S. The complement of A relative
to B, denoted B\A, is the set consisting of members of B that are not members of A. When
the universal set S under consideration is fixed, the complement of A relative to S or simply
the complement of A, is denoted by A%, or S\A.

Theorem 0.6. (De Morgan’s Law)



1. B\ [:'jl A = fjl (B\A) or B\ U A= () (B\A).
2. B\ (Ojl A= l@l(B\Ai) or B\ () A= U (B\A)

Proof. By definition,

0

o0
reB\| JAieweBbutw¢| JA < we Band x ¢ A for all i
i=1 =1
e}

s zxeB\A;foralli < ze ﬂ(B\Az)

=1

The proof of the second identity is similar, and is left as an exercise. O

Definition 0.7. Given sets A and B, the Cartesian product A x B of A and B is the
set of all ordered pairs (a,b) with a€ Aand be B, A x B={(a,b)|a€ A and be B}.

Example 0.8. Let A = {1,3,5} and B = {, o}. Then
Ax B={(1,%),(3,%),(5,%), (1,0), (3,0, (5,9)}.

Example 0.9. Let A = [2,7] and B = [1,4]. The Cartesian product of A and B is the

square plotted below:

@) A

Figure 1: The Cartesian product [2,7] x [1, 4]

0.2 Functions

Definition 0.10. Let S and T be given sets. A function f : S — T consists of two sets S
and T together with a “rule” that assigns to each x € S a special element of T denoted by
f(z). One writes x — f(z) to denote that x is mapped to the element f(z). S is called the
domain (% %3%) of f, and T is called the target or co-domain of f. The range (&%)
of f or the éimage of f, is the subset of T' defined by f(S) = { f(z) |1: €S}

S

1



Definition 0.11. A function f : S — T is called one-to-one (- ¥f- ) , injective or
an injection if x; # x9 = f(xr1) # f(x2) (which is equivalent to that f(x;) = f(z2) =
r1 = x2). A function f : S — T is called onto (P = ) | surjective or an surjection
ifVyeT, 3z € S, > f(zr) = y (that is, f(S) = T). A function f : S — T is called an

bijection if it is one-to-one and onto.

Remark 0.12 (Pt = So#icenk 4zitt). If f S — T is not onto, then 3y € T, a3 Vx € S,
fla)#y. — k> F3 - B Hﬂﬁﬁ:? ehkzit Vstatement A, Jstatement B 5 statement C
o 3o PRV D4R F Axif e 2 L. dstatement A, 3 Vstatement B, statement C # = = o
Hae2 1 1.Ve32.3P25Q <35V P~Q.

Definition 0.13. For f : S - T, A < S, we call f = {f ’a: € A} the image of A
under f. For B< T, we call f~! {:v es | f(x) e B} the pre-image of B under f.

@ \

m

B =

Example 0.14. f:R >R, f(z) =2 B=[-1,4 < T, f~4B)=1[-2,2].

Figure 2: The preimage f~!([—1,4]) is [-2,2] if f(z) =

Proposition 0.15. Let f : S — T be a function, Cy ,Co €T and Dy, Dy < 5.
(a) fTH(CLuCy) = f7HC) U fH(Cy).
(b) f(Dru Ds) = f(D1) v f(D2).
(¢) FTH(CLnCo) = f7HC1) n fH(C).
(d) f(DrnDs) < f(D1) A f(D2).

il



(e) fYf(Dy)) 2 Dy (“="if f is one-to-one).
(f) f(fH(Ch) € CL (“="if CL < f(9)).

Proof. We only prove (c¢) and (d), and the proof of the other statements are left as an

exercise.

(c) We first show that f~1(C;nCy) < f7H(C1) n f~1(Cy). Suppose that z € f~1(C; N Cy).
Then f(z) € C; nCy. Therefore, f(z) € Cy and f(x) € Cy, or equivalently, x € f~(C))
and z € f~1(Cy); thus z € f~H(Cy) n f7HCy).

Next, we show that f~1(Cy) n f71(Cy) = f71(Cy N Cy). Suppose that z € f~1(C}) N
f7YCy). Then z € f~1(Cy) and = € f~!(Cy) which suggests that f(z) € C} and
f(z) € Cy; thus f(z) € Cy n Cy or equivalently, z € f~1(Cy n Cs).

(d) Suppose that y € f(D; n Dy). Then 3x € Dy n Dy such that y = f(z). As a
consequence, y € f(D1) and y € f(Ds) which implies that y € f(Dy) n f(Ds). o

Example 0.16. We note it might happen that f(D; n Dy) < f(D1) n f(D2). Take Dy =
[~1,0] and Dy = [0,1], and define f : S =R — T = R to be f(z) = 2%, Then f(D;) =
F(1=1,0]) = 0,1] and f(Dy) = £([0, 1]) = [0,1]. However,

f(Dy 0 Dy) = f({0}) = {0} < [0,1] = f(D1) 0 f(D2) -

v



Chapter 1

The Real Line and Euclidean Space

1.1 Ordered Fields and the Number Systems

1.1

.1 Fields and partial orders

Definition 1.1. A set F is said to be a field (#8) if there are two operations + and - such

that

10

11.

.x4+yeF,x-ye Fifx,ye F. (B 1)

. x+y=y+xforall z,y e F. (commutativity, 4ci* 12 3 %)
(r+y)+z=x+ (y+ z) for all z,y,z e F. (associativity, #viz e’ & +)

There exists 0 € F, called #v;* ¥ == %, such that + + 0 = z for all z € F. (the

existence of zero)

For every = € F, there exists y € F (usually y is denoted by —z and is called z ¢74c
= & 7 %) such that z + y = 0. One writes x —y = = + (—v).

x-y=y-zforall z,ye F. (Fiz a3 i)
(x-y)-z=a-(y-2)foral z,y,ze F. (Fkizg &)

There exists 1 € F, called % 2 ¥ i~ =~ % such that x - 1 = x for all x € F. (the

existence of unity)

For every x € F, x # 0, there exists y € F (usually y is denoted by 2! and is called
r 32 F %) such that -y =1. One writes -y =z -2~ ! = 1.

cx-(y+z)=z-y+ax-zforall x,y,ze F. (distributive law, & fie &)

0= 1.



Remark 1.2. Let z and y be both multiplicative inverse ( 3k ¥ % ) of a number a in
(F,+,-). Then

ra=1 = (r-a)-y=1ly=y = zx-l=z (a-y) =y;
thus x = y. In other words, the multiplicative inverse of a number is unique.

Remark 1.3. A set F satisfying properties 1 to 10 with 0 = 1 consists of only one member:
By distributive law, -0 = 2-(04-0) = z-0+2-0; thus —(z-0)+(x-0) = —(2-0)+(2-0)+(z-0)
which implies that x -0 = 0. Therefore, if 0 =1, then x =2 -1 =2-0 =0 for all x € F.

Hence, the set F consists only one element 0.

Remark 1.4. If z € F, then ((1 4 (—1)) - © = 0 which implies that = + (1) - = = 0.
Therefore, (—-1) -z =—-2z+z+ (1) -2 =—2+0=—ux.

Example 1.5. Let Q = {Q ‘p #0,p,q€ Z : integers}. Then Q is a field. (Check all the
p
properties from 1 to 11).

Example 1.6. Let N = {n €7 ‘ n > 0}. Then N is not a field because there is no zero.

Example 1.7. Let F = {a,b, ¢} with the operations + and - defined by

a

+
a
b
Cc

ISEEOERS NS
2 00
SEESIESH RS
o oo
S0 20

a
a
b
c

Then F is a field because of the following: Properties 1, 2, 3, 6, 7 are obvious.

Property 4: 3 “0” 3 x + “0” = z for all x € F. In fact, “0” = a.

Property 5: Ve e F, dye F sx+y =0, here b = —c, c = —D.

Property 8: 3 “1” 3z -“1” = z for all z € F. In fact, “1” = b (so Property 11 holds since
a #b).

Property 9: Vo #0, e F, 32€ F 2x-z=1, here z = x.

The validity of Property 10 is left as an exercise.

Example 1.8. Let (F,+,) be a field. Then (z —y)(x +y) = 2> —y* for all z,y € F. In
fact,

(—yle+y)=(@—-y) - z+(x-y)y (by ~ pei®)
=z (r—y)+y (z—-y) (by iz 23 &)
=z-x+z (-y)+y -ty (-y) (by #pRi)
=2’ -z -y+a-y—y> (by Remark 1.4 and 3 i 2 3% )
=22 4+0—y° (by Property 5)
= 2% —y? (by Property 4).



Definition 1.9. A partial order over a set P is a binary relation < which is reflexive,

anti-symmetric and transitive (7% &if£4% £), in the sense that
1. x < z for all x € P (reflexivity).
2. z<yand y <z = =y (anti-symmetry).
3. z<yand y < z= 1z < z (transitivity).

A set with a partial order is called a partially ordered set.

Example 1.10. Let S be a given set, and 2° be the power set of S; that is,
P=2%= {A ‘ Ac S} = the collection of all subsets of S.

We define < as 2. Then
1. A2 A (reflexivity).
2. Ao Band B2 A= A= B (anti-symmetry).
3. Ao Band B2 (C = ADC(C (transitivity).

Hence, 2 is a partial order over 2° (or equivalently, (2°,2) is a partially ordered set).

Similarly, < on 2° is also a partial order.

Definition 1.11. Let (P, <) be a partially ordered set. Two elements xz,y € P are said to

be comparable if either x < y or y <

Definition 1.12. A partial order under which every pair of elements is comparable is called

a total order or linear order.

Definition 1.13. An ordered field is a totally ordered field (F, +, -, <) satisfying that
1. If # <y, then z + z < y + z for all z € F (compatibility of < and +).
2. If 0 <z and 0 < g, then 0 < = - y (compatibility of < and ).

Example 1.14. (Q,+,,>) is a totally ordered field, but is not an ordered field (since
Property 2 in Definition 1.13 is violated). On the other hand, (Q,+,-, <) is an ordered
field.

From now on, the total order < of an ordered field will be denoted by <

Definition 1.15. In an ordered field (F,+,, <), the binary relations <, > and > are
defined by:

l.x<yifr<yand x #y.



2. x>yify <.
3. x>yify <.

Adopting the definition above, it is not immediately clear that * < y < = > y. However,

this is indeed the case, and to be more precise we have the following

Proposition 1.16. (Law of Trichotomy, = - &) If z and y are elements of an ordered
field (F,+,-, <), then exactly one of the relations x <y, x =y ory < x holds.

Proof. Since F is a totally ordered field, x and y are comparable. Therefore, either z < y

or y < x. Assume that r < y.
1. If x =y, then x < y and = > y.

2. If © # y, then x < y. If it also holds that x > y, then x > y; thus by the property
of anit-symmetry of an order, we must have x = y, a contradiction. Therefore, it can

only be that x < y.
The proof for the case y < x is similar, and is left as an exercise. O
Proposition 1.17. Let (F,+,-, <) be an ordered field, and a,b,x,y,z € F.

1. Ifa+x=a, then x =0.
Ifa-x=aand a#0, then v = 1.

2. Ifa+x =0, then z = —a.
Ifa-z=1anda#0, then v = a™*.

3. Ifx-y=0, thenx=0 ory=0.
4. Ifr<y<zorx<y<z, then v < z (the transitivity of <).

5. If a < b, then a + x < b+ z (the compatibility of < and +).
If0 <a and 0 < b, then 0 < a - b (the compatibility of < and -).

6. Ifa+x=0b+x, then a =0b.
Ifa+z<(<)b+uz, thena < (<)b.
Ifa-x=0-x and x # 0, then a = b.
Ifa-x<(<)b-x and x >0, then a < (<) b.

10. Ifx #0, thenz™' # 0 and (x7) 7! = x.

4



1. Ifr #0 andy # 0, thenx -y # 0 and (v -y) ' =271 -y~ L.

(<)z, thenx - z
z z

(>)z,

A

12. Ifx
If x

(<)y and 0
(<)y and 0

VoA
B
<

w

NN
VoA

then x -

13. If t < (<)0 andy

< (<)0, then x -
Ifx < (<)0 and y

Y =
(>)0, then z -y < (<)0.

VoA

14. 0 <1 and —1 < 0.

15. z-x=2%2>0.

16. If v >0, then 271 > 0. If 2 <0, then z7! < 0.

Proof. 1. (—a)+a+z=(—-a)+a=0=x=0.

(@Y -az=@ a=1=2=1

2. (—a)+a+zr=(—a)+0=—a=2x=—a.
(e -az=(@) 1=at=zr=0al
3. Assume that z # 0, then 2™t -2 -y=2"1-0=0=y = 0.

l=0=2=0.

Assume that y # 0, then z -y -y 1 =0y~
4 and 5 are Left as an exercise.

6. a+0=a+z+(—z)=b+z+(—2)=b+0=a=0.
a+0=a+z+(—2)<b+z+(—z) =b+ 0= a < b (compatibility of < and +).

a-z-x'=b-r-x'=a=0h
Suppose the contrary that b < a. Then 0 = b+ (—b) < a+ (—b). Since x > 0, z = 0;
thus

0<(a+(=b) z=a-z+(-b) x.

As a consequence, b-x =0+b-z<a-x+(=b)-z+b-x =a-z. By assumption, we

must have a-z =b-z or (a—0b)-x =0. Using 3, = 0 (since a # b), a contradiction.
7. See Remark 1.3.
8 (—z)+ (—(—2))=0=(—2)+z=12=—(—2x).
9. See Remark 1.4.

10. Assume 27! = 0,1 =2 27! = 2-0 = 0, a contradiction. Therefore, 271 # 0; thus
(aH) 7t at=l=z-2'= (a7) =a (by 4).

11. That x - y = 0 cannot be true since it is against Property 3, so x - y # 0. Moreover,
(x-y) @y =1=11=(x-a7") (y-y )=y ) (zy);

thus (z-y)"t =21y~ ! (by 4).



12. Ifx < (<)y, then 0 =z + (—z) < (<) y+ (—x). Since 0 < (<) z, by the compatibility
< (<)(y+(—2))-z=vy-z+ (—x) - z. Therefore, by
the compatibility of < (<) and +,z-2=04+2z- 2 < (<)y- 2+ (—x)-z2+z- 2=y 2.

of < (<) and - we must have 0

The second statement can be proved in a similar fashion.
13. Left as an exercise.

14. If 1 < 0, then compatibility of < and + implies that 0 < —1. By the compatibility of
< and -, using 6 and 7 we find that 0 < (—1) - (—1) = —(—1) = 1; thus we conclude
that 1 = 0, a contradiction. As a consequence, 0 < 1; thus the compatibility of < and
+ implies that —1 < 0.

15. Left as an exercise.
16. f e >0but 271 <0,then 1 =2 27! <2 -0 =0, a contradiction. =
Proposition 1.18. Let (F,+,-, <) be an ordered field, and x,y € F.
1. If 0 <z <y, then 2% < 3°.
2. If 0 < a,y and 22 < y?, then x < .
Proof. 1. By definition of “<”, 0 < z < y and = # y. Using 12 of Proposition 1.17,
x2<y-x<y‘y:y2.
By the transitivity of <, we conclude that x? < y2.

2. Note that x # y, for if not, then 2> — y?> = 0 which contradicts to the assumption

2% < y?. Assume that y < z, then 1 implies that y? < 22, a contradiction. o
Remark 1.19. Proposition 1.18 can be summarized as follows: if z,y > 0, then
r<yert<y?.

Moreover, Example 1.8, Proposition 1.17 and Proposition 1.18 together suggest that if

x,y = 0, then x < y if and only if 2?2 < y%

Definition 1.20. The magnitude or the absolute value of x, denoted |z, is defined as

2] = xr ifx>=0,
Y=Y =z ifz<o.

Proposition 1.21. Let (F,+,-, <) be an ordered field. Then
L. |z| =0 forallx e F.

2. |z| =0 if and only if x = 0.



3. —|z| <z <|z| for all z e F.
4. |z -y| = |x| - |y| for all x,y € F.
5. |z +y| < |x| + |y| for all x,y € F (triangle inequality, = % 7 % 3%).
6. ||| —|yl| < |z —y| for all z,y e F.
Proof. Left as an exercise. O

Proposition 1.22. Define d(z,y) = |v —y|. Then
1. d(z,y) =0 for all z,y € F.
2. d(z,y) =0 if and only if v = y.
3. d(z,y) = d(y,x) for all x,y € F.
4. d(x,y) < d(x,z) +d(z,y) for all x,y,z € F (triangle inequality, = % 7 % 3').

Proof. Left as an exercise. O

Remark 1.23. d(z,y) is the “distance” of two elements z,y € F.

d(z,y)

d(z, 2)

Figure 1.1: An illustration of why 4 of Proposition 1.22 is called the triangle inequality.

1.1.2 The nature numbers, the integers, and the rational numbers

Definition 1.24. Let (F,+,-, <) be an ordered field. The natural number system,

denoted by N, is the collection of all the numbers 1, 141, 1+1+1, 14+1+---+1 and etc. in

F. Wewrite2=14+1,3=2+1,andn=1+1+---+4 1. In other words, N = {1,2,3,--- }.
W —

(n times)

The integer number system, denoted by Z, is theset Z = {--- | —3,-2,—1,0,1,2,3,--- }.

Principle of mathematical induction (Peano axiom, A Iy % 23K ):
If S is a subset of N u {0} (or N) such that 0 € S (or 1€ S) and k+ 1€ S if k € S, then
S=Nu{0} (or S =N).

Example 1.25. Prove ) k = n(n;— 1). (*)

k=1




n(n+1)

Proof. Let § = {neN S k= b G i 8 R (x) S e ) . Then
k=1

2
! 1x2
I.Ifn=1, > k= =1.
k=1 2
2. Assume that m € S, then
m+1
m(m +1 m—+1)(m+ 2
Zk—Z’H (m+1) m )+(m+1):< ) )
2 2
k=1
which implies that m + 1€ S.
By mathematical induction, we have S = N. =
Example 1.26. Prove that QL < 1 for all n € N.
n n
Proof. Let S = {n eN ) } We show S = N by mathematical induction as follows:
n
@1es©%<%
(ii) If n € S, then
1 1 1 11 1 1
2ntl 2 2 " n 2 n4+n n+l
which implies that n + 1€ S.
By mathematical induction, we have S = N. =

Let (F,+,-, <) be an ordered field. By the property of being a field, for any non-zero
n € N, there exists a unique multiplicative inverse n~". This inverse is usually denoted by

- We also use % to denote m - n~!. Giving this notation, we have the following

Definition 1.27. Let (F,+,+,<) be an order field. The ’ratzonal number system, de-
noted by Q, is the collection of all numbers of the form 5 with p,q € Z and p # 0; that
is,

Q:{xe}"‘xzz,p,qu,p#O}.

Definition 1.28. An order field (F,+,-, <) is said to have the Archimedean property
ifVeeF,dneZ sz <n.

Theorem 1.29. Q has the Archimedean property.

Proof. If x < 0, we take n = 1. Otherwise if 0 < z = % with p, ¢ € N, we take n = ¢+ 1

and it is obvious that < < g<qg+1=n. =
p

Definition 1.30. A well-ordered relation on a set S is a total order on S with the property

that every non-empty subset of S has a least (smallest) element in this ordering.
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Proposition 1.31. If S N and S # J, then S has a smallest element; that is, 3sg € S 3

Vzes, so<u.

Proof. Assume the contrary that there exists a non-empty set S € N such that S does not
have the smallest element. Define T = N\S, and Ty = {n € N ‘ {1,2,--- ,n} = T}. Then we
have Ty < T. Also note that 1 ¢ S for otherwise 1 is the smallest element in S, so 1 € T
(thus 1 € Tp).

Assume k € Ty. Since {1,2,---  k} =T, 1,2,---k¢ S. f k+1€ S, then k+ 1 is the
smallest element in S. Since we assume that S does not have the smallest element, k+1 ¢ S
thusk+1eT =Lk+1eT,.

Therefore, by mathematical induction we conclude that Ty = N; thus 7" = N (since
To < T) which further implies that S = & (since 7" = N\S). This contradicts to the
assumption S # . =

1.1.3 Countability

Definition 1.32. A set S is called denumerable or countably infinite ( & 3 ¥ #) if

S can be put into one-to-one correspondence with N; that is, S is denumerable if and only
if 3/ : N — S which is one-to-one and onto. A set is called countable (¥ #=) if S is

either finite or denumerable.

Remark 1.33. If f : Nl—_tl>S, then f~1: S—=LN. Therefore,

onto

S is denumerable < 3 f : N-LS < 3 g=f"1: SLN.

onto onto

f can be thought as a rule of counting/labeling elements in S since S = {f(1), f(2),--- }.

Example 1.34. N is countable since f : N-"LN with f(z) =z, YneN.

onto
1 itz=0
Example 1.35. Z is countable. f:7Z — N with f(x) = 2z ifx>0.
—2rx+1 ifex<0
k -3 -2 -1 0 1 2 3
fk) 7 5 3 1 2 4 6
—
B —
_—>

A

A

Figure 1.2: An illustration of how elements in Z are labeled

Example 1.36. The set N x N = {(a,b)‘a,b € N} is countable. In fact, two ways of

mapping are shown in the figures below.



5 O © © 0 ©
4 QT © 60 6
3 ©4 © O
2t ©

1 (TDI\AQK% ©6 ©100

1 2 3 4 5 X 1 2 3 4 5 T

Figure 1.3: The illustration of two ways of labeling elements in N x N

Proposition 1.37. A non-empty set S is countable if and only if there exists a surjection
f:N—>6S.

Proof. “=" First suppose that S = {x, - ,x,} is finite. Define f : N — S by

r, ifk>=n.

Then f : N — S is a surjection. Now suppose that S is denumerable. Then by

definition of countability, there exists f : N L;»S .

<" W.L.O.G. (without loss of generality, % % — # ) we assume that S is an infinite
set. Let k1 = 1. Since #(S) = w0, S; = S\{f(k1)} # J; thus Ny = f71(5) is a
non-empty subset of N. By the well-ordered property of N (Proposition 1.31), N; has
a smallest element denoted by kq. Since #(S) = o0, Sy = S\{f(k1), f(k2)} # &J; thus
Ny = f71(S,) is a non-empty subset of N and possesses a smallest element denoted by
k3. We continue this process and obtain a set {ki, ks, --} € N, where k1 < ky < - -+,
and k; is the smallest element of N;_1 = f~H(N\{f(k1), f(ka), -, f(kj—1)})-

Claim: f: {ky, ks, -} — S is one-to-one and onto.

Proof of claim: The injectivity of f is easy to see since by construction f(k;) ¢
{f(k1), f(k2),-- -, f(kj_1)} for all j > 2. For surjectivity, assume that there is s € S
such that s ¢ f({k,ks,---}). Since f : N — S is onto, f~!({s}) is a non-empty subset
of N; thus possesses a smallest element k. Since s ¢ f({ki, ko, --}), there exists £ € N
such that k, < k < kyy1. As a consequence, there exists k € N, such that k < kpq

which contradicts to the fact that ks ;1 is the smallest element of V,.

Define g : N — {ky, ko, --} by g(j) = k;. Then g : N — {ky, ko, - - - } is one-to-one and
onto; thus h = fog: N5, o

onto
Lemma 1.38. Let S be a set, and A < S is a non-empty subset of S. Then there exists a
surjection f: S — A.

Proof. Since A is a non-empty subset of S, 9a € A. Define
r ifxeA,
f(”’”)—{ a ifzgA.

10



Then f: S — A is clearly a surjection. O
Theorem 1.39. Any non-empty subset of a countable set is countable.

Proof. Let S be a countable set, and A be a non-empty subset of S. Since S is countable,
by definition there exists a f : Nl;tl»S . On the other hand, by Lemma 1.38 there exists a

surjection g : S — A. Then h = go f : N — A is a surjection, and Proposition 1.37 suggests
that A is countable. o

Corollary 1.40. A non-empty set S is countable if and only if there exists an injection

f:9—->N.

Proof. “="1f S = {x1, -+ ,x,} is finite, we simply let f: S — N be f(z,) =n. Then f is
clearly an injection. If S is denumerable, by definition there exists ¢ : NI;}S which

suggests that f = ¢~ : S — N is an injection.

“<" Suppose that f : S — N is an injection. W.L.O.G., we can assume that #(f(S)) =
for otherwise #(S5) < o which trivially implies that S is countable. Since f(S) is a
subset of N, by Theorem 1.39 f(S) is countably infinite. By definition, there exists

g:f(S)l—ftkN; thush:gJOf:Sl;:»N. o

Example 1.41. The set N x N is countable since the map f : N x N — N defined by

f((m,n)) = 2™3™ is an injection.

Theorem 1.42. The union of countable countable sets is countable. (¥ #c® ¥ Hc i 5 &

¥ )

0
Proof. Let A; be countable, and define A = | J A;,. Write A; = {1, %2, T3, - }. Then
i=1

A= {x,»j |@ =1,2,--+, j<#(A)+ 1}, where #(A;) = oo if A; is countably infinite. Let
S =A{(i,j)]|i=1,2,--+,j < #(A;) + 1}, and define f : S — A by f((4,5)) = 2;;. Then
f 8 — Ais a surjection. On the other hand, since S is a subset of N x N, Theorem 1.39
implies that S is countable; thus Proposition 1.37 guarantees the existence of a surjection
g:N— 5. Then h = fog: N — Ais a surjection which, by Proposition 1.37 again, implies
that A is countable. O

Example 1.43. Z x 7Z is countable.

Proof. For i € Z, let A; = {(i,j) ‘j € Z}. By Example 1.35, A; is countable for all i € Z.
Since Z x Z = | J;.; Ai which is countable union of countable sets, Theorem 1.42 implies
that Z x Z is countable. =

Theorem 1.44. Q is countable.

11



Proof. Define

(p,q), ifx>0, x:%, ged(p,q) =1, p> 0.
flz) = (0,0), ifx=0.
(p,—q), fx<0, z= —2%, ged(p,q) =1, p> 0.

Then f : Q — Z x Z is one-to-one; thus f : @%f(@). Since Z x 7 is countable, its
1-1

non-empty subset f(Q) is also countable. As a consequence, there exists g : f (Q)—t>N;
thus h = go f: Q——5N. 5

onto

1.2 Completeness and the Real Number System

1.2.1 Sequences

Definition 1.45. A sequence in a set S is a function f : N — S (not necessary one-to-one

or onto). The values of f are called the terms of the sequence.

Remark 1.46. A sequence in S is a countable list of elements in S arranged in a particular
order, and is usually denoted by {f(n)};ozl or {z,}>_, with z, = f(n).

Definition 1.47. A sequence {z,}_, is said to converge to a limit z if Ve > 0, 3N >
0, 3|z, —2| <& whenevern > N (i & (v —e,x+¢) 2 ez, &5 %3 N—11). One

writes lim x,, = z or x,, — = as n — o to denote that the sequence {z,}r_, converges to .
n—oo

Intuition: If {z,}° , converges to x, we expect that Ve > 0, #{n e N|x, ¢ (xr—¢c,x+¢)} <
. Let Ngo=max{neN|z, ¢ (r—e,x+e)} (#F & (r—ec,axte) ?ti #7F o, ? &=
itk i No), and let N = Ny + 1. Then 2, € (x — ¢, 2 + ¢) whenever n > N.

o eee

7
X1 T4y, \ \xf T5X3 X9

T, forn>N= Ny+1

This intuition sometimes is very useful for proving the convergence of a sequence. For
example, let 7 : N — N be a rearrangement of N (that is, 7 is bijective), and {x,}> ; be a

convergent sequence. Then {xﬂ(n)}f: is also convergent since if x is the limit of {z,}>_;

1
and ¢ > 0,

{neN‘mﬂ(n)g’é(:p—e,az—i—s)}:{neN‘xn¢(x—€,x+5)}<oo.

One should try to prove the convergence of {xw(n)}le using the e-N argument, and it will

be immediately seen that the approach above is much easier.

Remark 1.48. The number N may depend on ¢, and smaller € usually requires larger V.

12



Remark 1.49. If a sequence {z,})°; does not converge to z, then I{z,,,Zpn,, -} <
{Znfpy, ni # nyif @ # j, such that z,, ¢ (x —¢,v +¢) for all j € N. In other words,
x> x asn — oo if and only if 3¢ > 0,3 VN > 0, 3n > N such that |z, —z| > ¢

Lemma 1.50 (Sandwich). If lim z,, = L, lim y, = L, {z,},_, is a sequence such that
n—o0 n—a0

Tp < Zp < Yp, then lim z, = L.
n—0o0

Proof. Let € > 0 be given. Since lim z,, = L and hm Yn = L, by definition

n—0o0

AN, >03L—-ec<ax,<L+4e, Vn=N;

and
ANy >03L—-e<y,<L+e, VYn=N,.

Let N = max{Ny, No}. Then forn > N, L —¢ <z, < z, <y, < L+¢; thus lim z, = L. o

n—0o0

Proposition 1.51. Ifa <z, <b and lim x, = x, then a < x < b.

n—ao0

Proof. Assume the contrary that x ¢ [a,b]. If x < a, let e = a — 2z > 0. Since lim z, = z,
iN > 053z, € (x —e,x + &) whenever n > N. Therefore, z, < a for al??an N, a
contradiction. So a < x

We can prove x < b in a similar way, and the proof is left as an exercise. =

Corollary 1.52. Ifa <z, <b and lim z, =z, then a < x < b.

n—o0

Proposition 1.53. If {z,}_, is a sequence in an ordered field, and x,, — x and x, — y

as n — o, then x = y. (The uniqueness of the limit).

Proof. Assume the contrary that x # y. W.L.O.G. we may assume that x < y, and let

6:%>0(:€+€:y—6). Since lim x, = z and lim z,, =y,
n—0o0 n—00

E|N1>09|In—l’|<€, VHZNl

and

ANy > 053 |z, —y| <e, Vn=N;.

Then if n > N = max{Ny, N»}, we have both |z, — x| < e and |z, —y| < e for alln > N.

As a consequence, z, < x +¢ and z, >y — ¢ for all n > N, a contradiction. So z =y. ©
Definition 1.54. Let {z,}> ; be a sequence in an order field F.

1. {x,}_ is said to be bounded (3 % ) if there exists M > 0 such that |z,| < M for
alln e N .

2. {z,};, is said to be bounded from above (7 * J ) if there exists B € F, called an

upper bound of the sequence, such that x,, < B for all n € N.

13



3. {z,}y, is said to be bounded from below (7 T %) if there exists A € F, called a

lower bound of the sequence, such that A < z,, for all n € N.

AL

Proposition 1.55. A convergent sequence is bounded (87| fxace F T ).

Proof. Let {x,}_, be a convergent sequence with limit . Then there exists N > 0 such
that
€e(z—1,z+1) Vn > N.

Let M = max {|z1], |a|, - , |wn-1], |z| + 1}. Then |z,| < M for all n € N. o
Theorem 1.56. Suppose that x, — x and y, — y as n — o0, X is a constant. Then

1.z, +y, > x+y asn — 0.

2. Nz, > AT asn — w.

3. Tp Y — T-Y aS N — 0.

4. If yn,y # 0, then;;—"ﬁg as n — .

Proof. The proof of 1 and 2 are left as an exercise.

3. Since z,, — z and y,, — y as n — o, by Proposition 1.55 3M > 0 3 |z,| < M and
lyn| < M. Let € > 0 be given. Moreover,

5
3N1>09\xn—x|<WVn>N1
and
TN, > 03 [y =yl < 5 ¥n = Ns.
Define N = max{Ni, No}. Then for all n > N,

g 19
<My —yl+ M|z, — 2| < M- —— + M- — ¢
(Y =yl + M- |on =2 < M- o+ M- onr = e

4. Tt suffices to show that lim 1 if y,,y # 0 (because of 3). Since lim y, = y,
n—o0

n—w Yp Yy
AN > 03 |y, —y| < |y| for all n = Nj. Therefore, |y| — |y,| < |y| for all n = Ny
which further implies that Y| > |y2| for all n = Ny.
2
Let € > 0 be given. Since lim y, =y, 3Ny > 03 |y, —y| < |y2]€ for all n > No.
n—a0
Define N = max{Ny, No}. Then for all n > N,

1 1‘ lvn—yl _ly |2 12
_ = —_— - —_— = m]
Yn Y

Tynllyl Yl |yl
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1.2.2 Monotone sequence property and completeness

Definition 1.57. A sequence {z,},~; is said to be increasing/non-decreasing, de-
creasing/non-increasing, strictly increasing and strictly decreasing if ©,, < z,.,
Ty = Ty, Ty < Tyyp and x, > 2,01 Vn € N| respectively. A sequence is called (strictly)

monotone if it is either (strictly) increasing or (strictly) decreasing.

Definition 1.58. An ordered field F is said to satisfy the (strictly) monotone sequence

property if every bounded (strictly) monotone sequence converges to a limit in F.

Remark 1.59. An equivalent definition of the monotone sequence property is that every
monotone increasing sequence bounded above converges; that is, if each sequence {z,}>_ | <

F satisfying
(i) xp, < xpqq for all ne N,
(i) IM e FaVneN:x, < M,
is convergent, then we say JF satisfies the monotone sequence property.

Example 1.60. (Q,+, -, <) is an ordered field.

Question: Is there any bounded monotone sequence in Q that does not converge to a limit
in Q7

Answer: Yes! Consider the sequence

N N
1= 5 2—2+;, 3—2+%, Tkl = o
2+
Then {z,}> , is a monotone decreasing sequence in Q. If nlgrolo x, = x, then Theorem 1.56
implies that x = 5 Jlr " from which we conclude that = —1 + /2. Since z ¢ Q, {z,}%,

does not converge (to a limit) in Q. In other words, @ does not have the monotone sequence
property.
Proposition 1.61. An ordered field satisfying the monotone sequence property has the

Archimedean property; that is, if F is an ordered field satisfying the monotone sequence

property, then Ve e F,Ane N sz < n.

Proof. Assume the contrary that there exists x € F such that n < z for all n € N. Let
x, = n. Then {x,}*_, is increasing and bounded above. By the monotone sequence property
of F,dx € F>x, > & asn — o; thus 3 N > 0 such that

1
|acn—£|<é—1 Vn>=N.

In particular, |N — Z| <%, IN +1— 2] <i; thus
. . 1 1 1
1:’N+1—N‘S‘N+1—.¢E‘+|x—N’<Z+Z:§7

a contradiction. o
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Example 1.62. Let (F, +, -, <) be an ordered field satisfying the monotone sequence prop-

erty, and y € F be a given positive number (that is, y > 0). Define z,, = %, where N, is

N, +1
271

n

N,
the largest integer such that 22 < y; that is, (—)2 < y but (

271
2 5 11
yzZ,thenxlzﬁ,xQZ?,xr&:z—?’,-~-). Then

)2 > y (for example, if

1. z, is bounded above: since 72 <y < 2y +y*+ 1 = (y + 1), by the non-negativity of

x, and y and Remark 1.19 we must have 0 < z,, <y + 1.

2. x, is increasing: by the definition of N,

N2<22n'y:>4'N3<22n+2'y:22(n+1)_y:>(

n

Nu _ 2Ny _ Nar
27 T oon+l TS on+tl
property, 3z € F 3 x, — x asn — 0. By Theorem 1.56, 2 — x?, and by Proposition

1.51, 2% < y.

Therefore, x,, = = x,41. Since F satisfies the monotone sequence
) +

Now we show 22 = . To this end observe that

1)2:(Nn 1>:(Nn—|—1)2>

[t 50) = (G t50) = T ?
1 1
thus 72 <y < (xn+2—n)2. By the Archimedean propery of F (Proposition 1.61), lim o0 = 0;
n—aoo
1
thus Theorem 1.56 implies that 2? = lim 22 = lim (z, + 27)2 = y. Note that Proposition
n—0oo n—0oo

1.18 implies that such an x is unique if x > 0.
In general, one can define the n-th root of non-negative number y in an ordered field
satisfying the monotone sequence property. The construction of the n-th root of y € F is

left as an exercise.

Definition 1.63. For n € N, the n-th root of a non-negative number y in an ordered field
satisfying the monotone sequence property is the unique non-negative number x satisfying

2" = y. One writes y*/™ or {/y to denote n-th root of y.

Definition 1.64. An ordered field F is said to be complete (= # ) (have the completeness

property, & & = # 4 if it satisfies the monotone sequence property.

Remark 1.65. In an ordered field, completeness < monotone sequence property (% or-
dered field 42 > = H 1 = BFHE R 5 B L jzar = #FEH 5 & 2 jzag). Moreover,

1. A complete ordered field is “Archimedean” (Proposition 1.61).

2. For n € N, the n-th root of a non-negative number in a complete ordered field is
well-defined (Definition 1.63).

Proposition 1.66. Let (F,+,-,<) be an ordered field. Then F satisfies the monotone

sequence property if and only if F satisfies the strictly monotone sequence property.
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Proof. The “only if” part is trivial, so we only prove the “if” part. Let {z,}>_, be a bounded

increasing sequence in F. If {z,}> ; has finite number of values; that is,
#{neN‘xn <xn+1} < o0,

then there exists N € N such that z,, = xy for all n = N which implies that {z,}>_;

converges to xy. Now suppose that
#{neN|z, <z} =00.

Then there exists an infinite set {ni,ny,---} < N such that x,, # w,,,, for all k € N. Let
Yp = Tn,. Since F satisfies the strictly monotone sequence property, y, — y as k — oo for
some z € F. However, it is easy to see that the sequence {z,}*_, also converges to y since

w - . :
{x,}2_ | is monotone increasing. o

Theorem 1.67. There is a “unique” complete ordered field, called the real number system
R.

Remark 1.68. Uniqueness means if F is any other complete ordered field (F,®,®, <),
then there exists an field isomorphism ¢ : R — F; that is, ¢ : R — F is one-to-one and

onto, and satisfies that
1. ¢z +vy) = ¢(x) ®o(y) for all z,y € R.

2. ¢(x-y) = p(x) ©P(y) for all z,y € R.
3. z <y = ¢(x) < ¢(y) for all z,y € R.

Sketch of proof of Theorem 1.67. Let S be the collection of all bounded increasing sequences

in Q in which all terms in every sequence have the same sign; that is,

S:{{xn};@:l(xnleor allneN, z; 2 >0 forall k,j € N,

and {x,} ", is increasing and bounded above}.

Define on S an equivalence relation ~: {z,}°_; ~ {y,}>°, if every upper bound of {z,}~_, is
also an upper bound of {y,};2,, and vice versa. Let R = { [{z,};2] | {za}i2, € S} be the set
of equivalence class of S (the existence of such a set relies on the axiom of choice). We define
on R, +, -, < as follows: if r = [{z,};2] and s = [{ya}i,] (where {z,}2,, {yn}ie, € S),
then
[{mn : yn}j‘f’zl} ifr,s=>0,

—((=r)-s) ifr<Oands>0,
—(r-(=s)) ifr>0ands<0,
(=r)-(=s) ifr,s<0;

Lor+s=[{z,+ybiy]; 2.7 s=

3. r < s if every upper bound of {y,}°, is also an upper bound for {x,}>,.

17



One needs to verify that R is an ordered field, and this part is left as an exercise.
Claim 1: If {Ink};zo:l is a subsequence of {z,}*_,, then [{xnk}lil] = [{z. )]
Claim 2: If [{z,}2,] < [{yn}i,], then for some N € N, z, < yy for all n > N.

The proofs of the claims above are not difficult and are left as an exercise.

Now we show the completeness of R by showing that R satisfies the strictly monotone
sequence property (Proposition 1.66). Let {r};2; be a bounded, strictly increasing sequence
in R*. Write r, = [{a:km};‘f:l], where ,, < xppn41 for all k,n e N. Since {r}, is bounded
in R, there is M € Q such that xy,, < M for all k,n € N. Moreover, since 7, < 4, for all

k e N, by claims above we can assume that xj,, < zj411 for all k,n € N; thus
Thn < Tom V¢ >k and n,m e N. (%)

Therefore, {x, .}y, is bounded and monotone increasing, so {z,,}n_; € S. Define r =
[{Znn}1]. Then r € R, and

(i) r is an upper bound of {r;}{2;: Suppose the contrary that there exists M € Q such
that x,,, < M for all n € N but x;, > M for some k, ¢ € N.

(a) If k > ¢, then xp > xxe > M since {zy,}72, is increasing.

(b) If kK < ¢, then x;y > x> M because of (*).
In either case we conclude that M cannot be an upper bound of r, a contradiction.

(ii) r — ¢ is not an upper bound of {r;}{,; for all ¢ > 0: Suppose the contrary that
r — ¢ is an upper bound of {r;}y2 ;. Write ¢ = {}72,, and W.L.O.G. we can assume
that there exists § € Q such that e = 20 > 0 for all k € N. Then for all (fixed) k € N,

{ane + 0320 ] < [{ane +2032,] < [{one +an}ila] < {zed 2] -

Let N; = 1. By claim 2, for each k € N there exists N1 € N such that Ny,q > Ni

and zn, ¢+ 0 < xn,,, N, forall £ = Niyi. On the other hand,
TNy Nt = TN Ny TOZ TN N, +0 == a1+ kO
which implies that {z,,}}2, is not bounded, a contradiction.
As a consequence, r is the least upper bound of {ry}7;. o
From now on R is the complete ordered field containing Q, Z, N.

Example 1.69. In R, define z,, inductively by 1 = 0, 29 = /2, 25 = V2 4+ V2, -+, Tny1 =
V2 + z,. It is easy to see that {x,}r_, satisfies z,, = 0 for all n € N.

1. x, < 2 for all n € N (boundedness): First of all, z; < 2. Assume that z, < 2. Then

Tpi1 = /2 + 2, < /2 + 2 = 2. By mathematical induction, z,, < 2 for all n € N.
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2. 2, < Tpy1 (monotonicity): Since z, —2 < 0and z, +1 >0, (z, —2) - (z, + 1) <0.
Expanding the product, we obtain that 2 < z, + 2 = 22, which implies that

Ty < Tpgt1-

3. &, — 2 asn — w (convergence): Since {z,}r_, is a bounded monotone sequence in R,

lim x,, = x for some z € R. Note that then z,,; — x as n — 0. Since ZL‘?H_I =x,+2,

n—0o0
by Theorem 1.56 we must have 2> = x + 2. Then (z — 2)(z + 1) = 0 which implies
x =2 or x = —1 (failed). Therefore, {z,};°_; converges to 2.

Theorem 1.70. The interval (0,1) in R is uncountable (# ¥ #z).

Proof. Assume the contrary that there exists f : N — (0, 1) which is one-to-one and onto.
Write f(k) in decimal expansion (- i& =& B ); that is,

f(1) = 0.di1dynds; -

f(2) — 0.d12d22d32 e

f(k) = 0.dyxdordsy, - - -

Here we note that repeated 9’s are chosen by preference over terminating decimals; that is,
for example, we write i =0.249999 - - - instead of % = 0.250000 - - -.
Let x € (0,1) be such that x = 0.dydy - - -, where

5 if d 5
de{ 1 kk 7 O,

7 if dy=5.
(- B o @ 0L BT Rk odcd f(k) ol BB R b 8k 4p %) Then z ~ f(k)
for all £ € N, a contradiction; thus (0, 1) is uncountable. o

Corollary 1.71. R is uncountable.

Proposition 1.72. Q is dense (& %) in R; that is, if v,y € R and v <y, then 3r € Q

r<r<y.

Proof. Since % — 0 as n — o (by the Archimedean property of R, Proposition 1.61),
3N>Oa%—ﬂ<y—xbmﬂn>N.

Claim: {% ‘ ke Z} N (z,y) # .

Proof of claim: Suppose the contrary that {% ‘ k e Z} N (z,y) = &. Then % < z and

041
N
Remark 1.73. The denseness of Q in R can be rephrased as follows: if x € R and € > 0,

: : - 1 L
> y for some ¢ € Z, while this fact will imply that y — z < Nk contradiction. =

then 3re Qs |z —r| <e.




Corollary 1.74. The collection of irrational numbers Q' = R\Q is dense in R; that is, if
rz,yeRandxz <y, IceQ ax<c<y.

Proof. Let x,y € R with x < y. By Proposition 1.72 there exists r € Q, r # 0 such that

x y c
— <r < —=. Let c=+/2r. Then ce and r < c<y.
NI v2 0 y i
Example 1.75. The harmonic sequence
171:1
1
$2:1+§
1 1 1 1
a=ld =32
t=ld oot ot Zk

e
Il
—

is (monotone) increasing but not bounded above.

Proof. That the sequence is increasing is trivial. For the unboundedness, we observe that

11 1 1 1 1 1 1
T =l+z+c+-Fo+t+o+o+ o+

2 3 4 5 6 7 8 2n
SRS S S S P
2 4 4 8 8 8 8 2n
:1+1+1+...+1:1+E
2 2 2 2
which is not bounded above (27 * % ). o

1.3 Least Upper Bounds and Greatest Lower Bounds

Definition 1.76. Let J # S < R. A number M € R is called an upper bound (+ J)
for S if x < M for all x € S, and a number m € R is called a lower bound (T %) for S if
x = m for all x € S. If there is an upper bound for S, then S is said to be bounded from
above, while if there is a lower bound for S, then S is said to be bounded from below. A

number b € R is called a least upper bound (& -] + ) if
1. bis an upper bound for S, and
2. if M is an upper bound for S, then M > b.

A number a is called a greatest lower bound (&~ = ) if
1. a is a lower bound for S, and

2. if m is a lower bound for S, then m < a.
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— )
m S M

an lower bound for S an upper bound for S

>
>

If S is not bounded above, the least upper bound of S is set to be oo, while if S is not
bounded below, the greatest lower bound of S is set to be —o0. The least upper bound of
S is also called the supremum of S and is usually denoted by lubS or sup .S, and “the”
greatest lower bound of S is also called the infimum of S, and is usually denoted by glbS
or infS. If S = &, then sup S = —o0, infS = o0.

Example 1.77. Let S = (0,1). Then supS =1, inf S = 0.

Example 1.78. Let f : R — R given by

[ 1—=2a* ifz#£0,
f(””)_{o if 2 = 0.

Define

S = {f(z)|z e R), T:{xeR\f(x)>i}.

We can get S = (—o0,1), so sup(S) = 1, inf(S) = —o0.
- =

1 V3 V3 V3 V3
Solve 1 —a2 = i i?’ then we can get T' = (—7,0) U (0, 7), sosup(T) = 5
inf(T) = —\f.

Remark 1.79. The least upper bound and the greatest lower bound of S need not be a

member of S.

Remark 1.80. The reason for defining sup @ = —oo and inf @ = oo is as follows: if
& # A< B, then sup A < sup B and inf A > inf B.

14 / A \ B \
\ \ / /
infB infA  swpA qpB

Since 7 is a subset of any other sets, we shall have sup ¢ is smaller then any real number,
and inf ¢ is greater than any real number. However, this “definition” would destroy the
property that inf A < sup A.

The “definition” of sup ¢ and inf ¢J is purely artificial. One can also define sup & = o
and inf @ = —oo0.

Definition 1.81. An open interval in R is of the form (a,b) which consists of all z € R 3
a <z <b. A closed interval in R is of the form [a,b] which consists of all z € R 3 a <

xr <b.
Proposition 1.82. Let S < R be non-empty. Then
1. b=supS € R if and only if
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(a) b is an upper bound of S.
(b) Ve>0,dxeSaz>b—c¢.

2. a =infS € R if and only if

(a) a is a lower bound of S.

(b) Ve>0,dxeSsx<a+e.

Proof. “=" (a) is part of the definition of being a least upper bound.

(b) If M is an upper bound of S, then we must have M > b; thus b— ¢ is not an upper
bound of S. Therefore, 3z € Sa3x > b —c.

“«<" We only need to show that if M is an upper bound of S, then M > b. Assume the
contrary. Then 3 M such that M is an upper bound of S but M < b. Let e =b— M,

then thereisnox e Sax >b—¢c. >« o

So far it is not clear that whether the least upper bound or the greatest lower bound
for a subset S < R exists or not. The following theorem provides the existence of the least

upper bound or the greatest lower bound of a set S provided that S has certain properties.
Theorem 1.83. In R, the following two properties hold:
1. Least upper bound property (L.U.B.P.):

Let S be a non-empty set in R that has an upper bound (or is bounded from above),
then S has a least upper bound. (2272 & &35 Y &% > Bl &+ J)

2. Greatest lower bound property:

Let S be a non-empty set in R that has a lower bound (or is bounded from below), then
S has a greatest lower bound. (27 % &3 T Fh > B3 &~ T F)

Proof. We only prove the least upper bound property since the proof of the greatest lower
bound property is similar.

Let @ # S < R be given. Let x( be the smallest integer such that x( is an upper bound
of S. Let z1 =z — %, where N is the largest integer such that x5 is still an upper bound

_ "
10m™’
such that x,, is an upper bound of S. (¥ § } » x, T&{—L BT BT R on e

J#EEG 0 S it R Y B PR B EKk)

of S. We continue this process, and define z,, = x,_1 where N, is the largest integer

( N
T
S Ty 1

Note that in the process of constructing {z,}°_,, N, is always non-negative which im-
plies that {z,}>°; is decreasing. Moreover, any a € S is a lower bound of {z,}*_,. By
completeness of R, {x,}>_; converges. Assume that x,, — z as n — o0.

Claim: x =sup S (< 1. x is an upper bound of S. 2. Ve > 0,3s€ S23 s>z —¢).
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1. Assume the contrary that x is not an upper bound of S. Then 3s€ S 3 s > x. Since

T, —>xasn— o0, IN > 03|z, — x| < s—x for all n > N; thus
r—s<x, <s nx=N.

Therefore, x,, cannot be an upper bound of S for all n > N, a contradiction.

2. Assume the contrary that 3¢ > 0 3 Vs e S, s < o —e. Choose k € N such that
€ > i Then
10
Np.+1 1

S T I

Zr—€>S8

N
which suggests that Ny is not the largest integer such that x_; — ﬁ is still an upper

bound, a contradiction. =
Proposition 1.84. Suppose that @ # A< B < R. Then inf B < inf A < sup A < sup B.
Proof. We proceed as follows.

1. sup A <supB: Let b =sup B, then Vx € B, x < b. Since A € B, then Vx € A, xz < b;
hence b is also an upper bound for A. Since sup A is the least upper bound for A and

b is an upper bound for A, then sup A < b = sup B.
2. It is similar to prove inf B < inf A.

3. It is trivially true that inf A < sup A. O

Theorem 1.85. Let (F,+,-, <) be an ordered field such that F has the least upper bound
property, then F is complete.

Proof. We would like to show that any increasing bounded sequence converges. Let {x,}>

be increasing and bounded above (by M).

r—c xT=supl
/¢ |
T T2 X3 T4 \ M
S =ITN

Define S = {1, 29, -+ ,x,, -+ }. Then S is non-empty and has an upper bound; thus by
the assumption that F satisfies the least upper bound property, sup S = x exists.

1. x is an upper bound of S = x,, < x for all n € N.

2. By Proposition 1.82, Ve > 0,3ds€ S 3s > x —¢e. Note that s = xy for some N € N.

Since {z,}r_, is increasing, xy < z, < « for all n = N. Therefore, if n > N,

T—e<INSIT, ST <ZTH+E
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which implies that |z, — x| <eif n > N. o

Example 1.86. Q is not complete. Let S = {27 = 3,29 = 3.1,23 = 3.14,--- }. Then S has
4 as an upper bound, but S has no least upper bound (in Q).

Remark 1.87. The two theorems above suggest that in an ordered field, completeness <

the least upper bound property.

1.4 Cauchy Sequences

So far the only criteria that we learn (from previous sections) for the convergence of a
sequence in an ordered field is that a bounded monotone sequence in R converges. Are there
any other criteria for the convergence of a sequence in an ordered field? By Proposition 1.53,

we know that if a sequence {x,}° ; in an ordered field F converges, then
JzeFaVe>0,#{neN|z, ¢ (z—c,x+¢)} <.
We would like to investigate if the following much weaker statement
Ve > 0,3 (alimit candidate)y € F s #{neN|z, ¢ (y—e,y+¢e)} <o (%)

leads to the convergence of a sequence. Note that statement (%) is equivalent to statement

(xx) in the following

Definition 1.88. A sequence {z,}°_; in an ordered field is said to be Cauchy if
Ve>0,3N >0 3|z, — | < whenever n,m > N . (x%)

Remark 1.89. (x) iz sciehd LB T B2 - Tl e, APMic 3] - BEREL 2
hERFREF AL RF g, 733 RAB - FLFHFBEAAPIRLS I EHROTR
P A3 eI (o, R (B'UF E iy hinis o PRAE BRI 2T YT i
TR 20 ) Qaﬁ£ffm€vf'“’3#§ Floo3e? ¥ oA g feacn o

Example 1.90. In Q, 1 = 3,25 = 3.1,23 = 3.14,24 = 3.141,---. Then {z,}*, is a

Cauchy sequence, but is not convergent. Therefore, a Cauchy sequence may not converge.
Proposition 1.91. Fvery convergent sequence is Cauchy.

Proof. Let {xn}f . be a convergent sequence with limit . For any ¢ > 0, 3N > 0 2

|z, — x| < 5 if n > N. Then by triangle inequality, if n,m > N,

g g

|xn—xm|<|mn—x|+|x—xm|<2 5

thus {z,}r_, is Cauchy. o
Lemma 1.92. Every Cauchy sequence is bounded.
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Proof. Let {x,}_; be Cauchy. 3N >0 >3 |z, — x| < 1 for all n,m > N. In particular,

|z, —xn| < 1if n > N or equivalently,
zy—1l<zx,<zazy+1 Yn>=N.
Let M = max {|z1], |22, ,|zn-1], |zn] + 1}. Then |z,| < M for all n € N. o

Definition 1.93. A subsequence (+ #c71) is a sequence that can be derived from another
sequence by deleting some elements without changing the order of remaining elements. In
other words, let f : N — R be a sequence and z,, = f(n). A subsequence of {x,}*_;, denoted
by {z,;}32, with nj,; > nj;, is the image of an infinite subset {n;,ny,---} of N under the

map f.

Tn,Ln, Tny  Tp, T,
1112 11 112 11
Example 1.94. Let {z,}2 , = {1,5,?,§,§,§,---}, and {y,}°, = {5,?’§7§7...}

Then {y,},_, can be viewed as a subsequence of {z,};_; by the relation y; = x, ; that
is, y1 = X2, Yo = T3, Y3 = x5, Y4 = Tg, and etc. The sequence {a:nj};?ozl is obtained by
deleting z; and x; (and maybe more) from the original sequence {z,}> ,. However, if
{zn}2 | = {%, 5 1,---}, then {z,}2, is not a subsequence of {z,}*_, (but only a subset)

of {x,}>_; because the order is changed.

Theorem 1.95 (Bolzano-Weierstrass property). Fvery bounded sequence in R has a con-
vergent subsequence; that is, every bounded sequence in R has a subsequence that converges

to a limit in R.

Proof. Let {x,})?, be a bounded sequence satisfying |z,| < M for all n € N. Divide
[—M, M] into two intervals [—M, 0], [0, M], and denote one of the two intervals containing

infinitely many x,, as [aq, b1]; that is, #{n e N } T, € lag, bl]} = o0. Divide [aq, b1] into two
a1 + by

2
many x, as [as, by]. We continue this process, and obtain a sequence of intervals [ag, bg] such
that #{n € N |z, € [ay, by]} = .

Let x,, be an element belonging to [a1, b1]. Since #{n € N|z,, € [a1,b;]} = o0, we can

. b . e
intervals [ah }, [al ; L bl}, and denote one of the two intervals containing infinitely

choose ny > ny such that x,, € [as, bs], and for the same reason we can choose ng > ny such

that x,, € [as, bs]. We continue this process and obtain z,, € [ak, bx] with ng > ng_;.

Ty

l as b3
] e e
-M 0] M
ai by

a9 b

2 'I"’Vlg

Ty,
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Since [ag, bg] 2 [ak+1, brt1] for all k € N, we find that {a;}72, is increasing and {b}7,
is decreasing. Moreover, a;, < M, by, = —M. As a consequence, by the monotone sequence
property, a; converges to a and by converges to b.

On the other hand, we observe that b, — a, = % Then b — a = khjglo Qk—]\{l = 0; thus
a = b. Since a;, < z,, < by, by Sandwich lemma lclgrc)lo Tp, =a=beR. o
Lemma 1.96. If a subsequence of a Cauchy sequence is convergent, then this Cauchy

sequence also converges.

Proof. Let {x,};>_, be a Cauchy sequence with a convergent subsequence {z, }5,. Assume

lim x,; = z. Then Ve > 0,
j—0

3K>09\xnj—:r|<% if j> K, and

3N>09|xn—xm\<% if n,m=>=N.

Choose j = max{K, N}. Then n; > N; thus if n > N,

e €
]xn—x\é\xn—xnj]+\xnj—x|<§+§:e. G
Theorem 1.97. Every Cauchy sequence in R is convergent.

Theorem 1.98. Suppose that F is an ordered field with Archimedean property and every

Cauchy sequence converges. Then F is complete.

Proof. Suppose the contrary that there is a bounded increasing sequence {z,};°_; that does

not converge to a limit in F. By assumption, {z,}> ; cannot be Cauchy; thus
1e>03VN>03dn,m= N3 |z, —x,| >c¢.

Let N =1,3nys >ny =213 |z, —xp,| =26 Let N=mny+1,3ngy > ng = ny+ 13

|Tns — Tn,| = €. We continue this process and obtain a sequence {z,,}52, satisfying

|Tnge s — Tng| =6 VkeN.

> ¢ > € >e 2>
Ly $n2$n3 Lny x% ﬂ \ Zan
'177’1/6 CCTL7

oe]

Claim: {x,, }j:I is unbounded (thus a contradiction to the boundedness of {z,}r_,).

Proof of claim: Assume the contrary that there exists M € F such that z,, < M for all

J € N. Since z,,, > x; + ke for all £k € N, we must have

kMot N
19

which violates the Archimedean property, a contradiction. O
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Remark 1.99. In an ordered field with Archimedean property, Completeness < Cauchy

completeness (Every Cauchy sequence converges).

Example 1.100. z, € R, |z, — z,41] < 2%1 VneN.

Claim: {x,}_, is Cauchy. Given € > 0, choose N >0 3 21 <e. Then if N <n <m,

|Tn — Tm| < |Tn — Tpga| + |[Tng1 — T4

< |In - xn—l—l‘ + |xn+1 - xn+2| + |xn+2 - xm|

< .

< |$n - :L‘n+1| + |In+1 - mn-|—2| +o+ |xm—1 - xm|
1 1 1

S on+1 + on+2 Tt om
1

< 2_n < 2_N <&

thus {z,}>_, is Cauchy in R. This implies that the sequence is convergent.

1.5 Cluster Points and Limit Inferior, Limit Superior

Definition 1.101. A point x is called a cluster point of a sequence {z,}> , if
Ve>0,#{neN|z,e(z—ex+e)} =mw.

Example 1.102. Let x, = (—1)". Then 1 and —1 are the only two cluster points of {z,, }>_;.

Example 1.103. Let 2, = (—1)" + L
n
Claim: 1 and —1 are cluster points of {z,,}°_;.

Let € > 0 be given. We observe that
{neN‘xn (1—-e¢, 1+€} {neN‘nlsevenl<5}

thus #{n eN ! zne(l—g,1+¢ } o0. Similarly, —1 is a cluster point.

Claim: Y a # +1, a is not a cluster point of {z,};°_; (reasoning in the following proposition).
Proposition 1.104. Let {z,}* ; € R and x € R.
1. x is a cluster point of {x,}°_; if and only if Ve >0, N >0, 3In> N 3|z, — x| <e.

2. x is a cluster point of {w,};_, if and only if there erists a subsequence {, }7, of

{zn}2 | converges to x.
3. &, > x as n — © if and only if every proper subsequence of {x,}>_, converges to x.

4. x, — x asn — © if and only if {x,}_, is bounded and x is the only cluster point of

{zntoy

27



5. &, — x as n — © if and only if every proper subsequence of {x,}x_, has a further

subsequence that converges to x.
Proof. We only prove 1-4, and the proof of 5 is left as an exercise.

1. (=) Let € > 0 be given. Since there are infinitely many n's with |z,, — z| < ¢, for any
fixed N € N, there are only finite number of the indices that are smaller than N. So

there must be some n > N with |z, — x| <e.

(<) Let € > 0 be given. Pick ny > 1 3 |x,, — x| < g, then pick ny > ny + 1
3 |Zn, — x| < &. We continue this process and obtain a subsequence {z,,,}%, satisfying

%, —a| <cforall jeN. Then {neN|z, € (x—e,xz+e)} 2{ni,ng,--}.

2. (=) By 1, we can pick ny = 1 3 |z,,, — 2| < 1 and pick ng = n; +1 3 |z,, — 2| < %

In general, we can pick ng = ng_1 +1 3 |z, — 2| < % for all £ > 2. Then

1 1
T— o <y, <THo VEeN.

By Sandwich lemma, khm Ty, = T.
—00

(<) Ve>0,3J>0 3z, —z|<eifj>J. Then {neN|z, e (z—c,x+¢e)} 2

{nJ7nJ+17 e }

3. (=) Let {z,,;}7, be a subsequence of a convergent sequence {z,},_, and lim x, = z.
n—a0
Then Ve >0,3N >03 |z, —z| <eforalln> N. Sincen; - owasj—o0,3J>0

3 n; = N; thus |z,;, — 2| < e whenever j > J.

(<) Assume the contrary that x, - x as n — o0. Then
3e>03YN>0,3n> N 3|z, —z| > e

Let ny > 1 such that |z,, —x| = ¢, and ny = ny +1 such that |z,, — x| = . In general,
we can chose 1y = ny_y such that |z, —z| > ¢ for all k > 2. The subsequence {,,}7,

clearly does not converge to z, a contradiction.

4. (=) This direction is a direct consequence of Proposition 1.53 and 1.55.

(<) Suppose that {z,},=1 is a bounded sequence in R and has z as the only cluster

point but {z,}°_; does not converge to x. Then
Je>0a#{neN|z, ¢ (z—ec,x+e)} =w.

Write {n € N‘xn ¢ (x —e,x+ 8)} = {ni,ng9, -+ ,ng,---}. Then we find a subse-
quence {xnk}lil lying outside (z — &, x +¢). Since {xnk}zo:l is bounded, the Bolzano-
Weierstrass property (Theorem 1.95) suggests that there exists a convergent subse-
quence {xnkj };OZI with limit y. Since Ty, ¢ (x—e,x+e),y¢[r—e,x+e]; thusy # x.
On the other hand, 2 suggests that y is a cluster point of {z,}* ,, a contradiction to

the assumption that x is the only clusté% point of {z,}*,.



Definition 1.105. A sequence {z,}_; is said to diverge to infinity if VM > 0,3 N > 0
5 x, > M whenever n > N. It is said to diverge to negative infinity if {—x,}"
diverge to infinity. We use lim z, = o0 or —o0 to denote that {z,}>_; diverges to infinity

n—0o0
or negative infinity, and call o0 or —oo the limit of {x,} ;.

Definition 1.106. The extended real number system, denoted by R*, is the number
system R u {c0, —o0}, where o0 and —oo are two symbols satisfying —oo < z < oo for all
reR.

Remark 1.107. 1. R* is not a field since oo and —oo do not have multiplicative inverse.

2. The definition of the least upper bound of a set can be simplified as follows: Let
S < R* be a set (not necessary non-empty set). A number b € R* is said to be the

least upper bound of §' if

(a) bis an upper bound of S (that is, s < b for all s € S);
(b) If M € R* is an upper bound of S, then b < M.

No further discussion (such as S = ¢J or S is not bounded above) has to be made.

The greatest lower bound can be defined in a similar fashion.

3. Any sets in R* has a least upper bound and a greatest lower bound in R*, even the

empty set and unbounded set.

4. Proposition 1.82 can be rephrased as follows: Let S < R*. Then b =sup S € R if and
only if

(a) bis an upper bound of S;
(b) Ve >0,3se Sas>b—c.

Note that b € R is crucial since there is no s € R* such that s > o0 — ¢ = . The

greatest lower bound counterpart can be made in a similar fashion.

5. In light of Proposition 1.104 and Definition 1.105, we can redefine cluster points of a
real sequence as follows: A number z € R* is said to be a cluster point of a sequence
{z,}2 , < R if there exists a subsequence {a:n]. };il such that jli_)rglo T,, = x. Note that
now we can talk about if co or —oo is a cluster points of a real sequence.

In the rest of the section, one is allowed to find the least upper bound and the greatest

lower bound of a subset in R*.
Definition 1.108. Let {z,}>_, be a sequence in R.
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1. The limit superior of {x,}*_,, denoted by limsupz, or lim ,, is the infimum of
n—0oo n—ao

the sequence {sup {{En ‘ n = k}}j_l.

2. The limit inferior of {x,}*_;, denoted by liminfz, or lim x,, is the supremum of
n—aw n—o

the sequence {inf{xn ‘ n = k:}}:l.

Remark 1.109. Let supx, denote the number sup {xn}n > k} and in£ z, denote the

number inf {:vn ‘ n = k} Then the limit superior and the limit inferior can be written as

limsupx, = infsupz, and liminfx, = sup inf z,, .
n—00 k=1 >k n—a k=1 n=k

Remark 1.110. Let {x,}’°; be a sequence in R, and y, = supz, and z; = in£ T,. Then
n=k nz=

{yr}72, is a decreasing sequence, and {z;};~ is an increasing sequence. Therefore, the limit
of {yx}72; and the limit of {z;};°; both “exist” in the sense of Definition 1.47 and 1.105. In
fact, the limit of {y,};2, is the infimum of {yx},, and the limit of {z;}}2, is the supremum

of {2}, In other words,

lim supx, = infsupx, and lim infz, = sup inf z,, ;
k—o0 p>p L k—oo n=k k>1 n=k

thus

limsupx, = lim supx,, and liminfz, = lim inf z, .
n—00 k—o0 > n—00 k—oo n=k

Example 1.111. Let {z,}%, ={1,0,—1,1,0,—1,1,0,—1,---}. Then

yr =supx, =1 = limsupz, = 1.

n=k n—00
2z, = inf x,, = —1 = liminfz, = —1.
n=k n—00

Example 1.112. Let z,, = l Then
n

Y =supx, = — = limsupz, = 0.
n=k k n—00

2z = infx, =0 = liminfx, = 0.
n=k n—00

0 if n is even

0 ifnis odd that is, {z,}’2; = {1,0,3,0,5,---}. Then

Example 1.113. Let z,, = {

Yr = supx, = o = limsupx, = 0.
n=k n—00

zr = infx, =0 = liminfz, = 0.
n=k n—00
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1+~ ifn=4k+1,
n
—1—l if n =4k + 2,
Example 1.114. Let z,, = < Tf
1—— ifn=4k+3,
n
1 .
-1+ = if n=4%.
\ n
=supxr, =1+ —, 2z = infzr, = —-1— —. limsupz, = 1. liminfz, = —1.
U nzlli O ek O o e

Proposition 1.115. Let {z,}°_, be a sequence in R. Then

limsup —z,, = —liminfx,, and liminf—z, = —limsupz, .
n—00 n—00 n—0a0 n—00

Proof. By the fact that sup —z,, = — inf z,,,

n=k nzk
fim sup —n = Jimg sup(an) = fi (= Infen) = = Jim o =~ il
The second identity holds simply by replacing x,, by —x,, in the first identity. =

Proposition 1.116. Let {z,}_, be a sequence in R. Then

1. a =liminfz, € R if and only if

n—a0

(a) Ve >0, 3N > 0 such that a — ¢ < x,, whenever n = N that is,
Ve>0, #{neN|z, <a—c} <o,

and

(b) Ve >0 and N >0, 3n = N such that x, < a+ ¢; that is,
Ve>0, #{neN|z, <a+e} =m.

2. b=Ilimsupx, € R if and only if

n—0o0

(a) Ve >0, 3N > 0 such that b+ & > x,, whenever n = N; that is,
Ve>0, #{neN|z,=>b+¢e} <0,
and
(b) Ve >0 and N >0, 3n = N such that x, > b — ¢; that is,

Ve>0, #{neN|z,>b—¢c} =.

Proof. We only prove 1 since the proof of 2 is similar. Let z, = 12£ Tp, and

sup 2, = lim z, = a € R*.
k=1 k—o0

We show that a € R if and only if 1-(a) and 1-(b). Nevertheless, by Proposition 1.82 (or
Remark 1.107), a € R if and only if
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(i) ais an upper bound of {z;}7 .

(ii) Ve >0,INeNszy >a—e¢.

We justify the equivalency between 1-(a) and (ii), as well as the equivalency between 1-(b)

and (i) as follows:

(i) a is an upper bound of {2z}, < a = z; forall k e N < Ve > 0,a + ¢ > 2 for all

(ii) Ve >0, INeN>szy >a—e < Ve>0,IN >03 infz, >a—¢ < Ve >0,

keN©Ve>OandkeN,a+€>ingxn©V5>OandkeN,a—i—aisnotalower

nz

bound of {z,};, < Ve>0and keN,In=>ksa+e>uz, < 1-(b).

n=N

3N > 0 such that a — ¢ is a lower bound of {zy,zNy1,- -} < Ve >0, IN > 0 such
thata —e < x, foralln > N < Ve >0,dN > 0such that a —e <z, foralln > N

< 1-(a).

Remark 1.117. By Proposition 1.116, if ¢ = liminfz,, € R, then

which suggests that a is a cluster point of {z,}> ;. Moreover, 1-(a) of Proposition 1.116

implies that no other cluster points can be smaller than a. In other words, if ¢ = liminfx,, €
n—aoo

R, then a is the smallest cluster point of {z,}*_,. Similarly, b is the largest cluster point of

n—oo

Ve>0,#{neN|z,e(a—e,a+e)} =

{z,}2 , if b=limsupzx, € R.

n—0o0

Theorem 1.118. Let {z,}>_, be a sequence in R. Then

1.

[\]

Ne)

liminfz, <limsupx,.
n—aw n—0o0

If {x,}7_ | is bounded above by M, then limsup z, < M.

n—0o0

If {z,}7_, is bounded below by m, then liminfz, > m.
n—ao0

limsup z,, = o0 if and only if {x,}>_, is not bounded above.
n—ao0

. Nliminfa,, = —o0 if and only if {x,}2, is not bounded below.

n—0o0

If x is a cluster point of {x,}*_,, then liminfz, <z < limsupz,.
n—o n—00

If a = liminfxz,, is finite, then a is a cluster point.
©0]

n—

If b = limsup z,, is finite, then b is a cluster point.
n—aoo

If {z,}7_, converges to x in R if and only if liminfz, = limsupx, =z € R.
n—00 n—00

Proof. Left as an exercise.
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Remark 1.119. Using the definition of cluster points of a sequence in Remark 1.107, Re-
mark 1.117 and Theorem 1.118 together imply that the limit superior/inferior of a sequence

is the largest /smallest cluster point of that sequence.

Example 1.120. Let S = Q n [0, 1]. Then S is countable since it is a subset of a countable
set Q. Therefore, 3 f : Nl—_tl>5 or equivalently S = {q1,¢2, - ,¢n, - }. The collection of
all cluster points of {g,}>_, is [0, 1] since Q n [0, 1] is dense in [0, 1].

n=1

1.6 Euclidean Spaces and Vector Spaces

Definition 1.121. Fuclidean n-space, denoted by R", consists of all ordered n-tuples of

real numbers. Symbolically,
R" = {:1:’:1:: (x1, T2, Tp), T; ER}.

Elements of R™ are generally denoted by single letters that stand for n-tuples such as

x = (x1,%2, - ,x,), and speak of x as a “point” in R™.

Definition 1.122. A real vector space V is a set of elements called vectors, with given
operations of vector addition 4+ : V x V — V and scalar multiplication - : R x )V — V such
that

1. v+w=w+wv for all v,we V.
2. (v+w)+u=v+ (u+w)foral u,v,weV.
3. 30, the zero vector, 3 v+ 0 =wv for all v e V.
4. YveV, JweV sv+w=0.
5. A-(v4+w)=A-v+X-wforall e Rand v,we V.
6. A+p)-v=Av+pu-vforall \,ueRand veV.
7. A-p)rv=A-(u-v) forall \,pe Rand v e V.
8. 1-v=wforallve ).
Example 1.123. Let the vector addition and scalar multiplication on R™ be defined by
vy =@ty tetye) iz = (T wn)y = (YY)

and

New=(ar, A) 0 AERm=(m1, 7).

Then R” is a real vector space.
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Example 1.124. Let M = {n x m matrix with entries in R}. Define
A+ B=a;+bj], AN-A=[X-ay] if NeR A=]a;]|,B=[by]eM.
Then M is a real vector space.
Definition 1.125. W is called a subspace of a real vector space V if
1. W is a subset of V.
2. (W, +, ), with vector addition and scalar multiplication in V, is a real vector space.
Example 1.126. V =R3 W = R? x {0} = {(z,y,0)|z,y € R}. W is a subspace of V.

Lemma 1.127. If W is a subset of a real vector space V, then W is a subspace if and only
X v+p-weW, Y\ peR v,weW.

Remark 1.128. “n” is called the dimension of R".

There are n linearly independent vectors e; = (1,0,---,0),eo = (0,1,0,---,0),--- ,e, =
(0,0,---,0,1), but if vy, vq,- -+ ,v,41 are (n 4+ 1) vectors in R™, I\, --- A1 € R, 3 \juy +
..._|_)\n+1vn+1 =0, ()\1’... ;)\n-i-l) + (()’... 70).

Definition 1.129. A subset H < R” is called a hyperplane if H is (n — 1)-dimensional
subspace of R". An affine hyperplaneis aset v+ H = {x+y|y € H} for some hyperplane
H.

1.7 Normed Vector Spaces, Inner Product Spaces and
Metric Spaces

Definition 1.130. A nomed vector space (V,|| - |) is a real vector space V associated
with a function || - | : V — R such that

(a) |z| =0 for all z € V.

(b) |z| = 0 if and only if x = 0.

(¢) [N x| =|A] ||z for all A e R and x € V.
(d) |z +yl < fz] +[y] for all z,y € V.

A function | - | satisfies (a)-(d) is called a norm on V.

n 1
Example 1.131. Let V = R, and |z, = (2:53)2 if 2 = (21,22, ,2y). Then | - |5 is
i=1
a norm, called 2-norm, on R™. It suffices to show that (d) in Definition 1.130 holds. Let
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T = (.1'1,5[52, T 7:[;71) and Yy = (y17y27 T ,yn) Then

n

et ol = S+ 9 = Y2 4 20+ 92) = N2 + Y02 42
1 =1 =1 =1

1= =1
< |z)3+ lyl5 + 2|=2llyll. (By Cauchy’s inequality)

2
= (|z]2 + [ll2)
thus |z + yl2 < ||z]2 + [y]-.

Example 1.132. Let V = R"”, and define

n 1
(Z]xi|p)p if 1 <p< oo,
||, = i=1 for all z = (21,22, -+ ,2,) € R™.
max {|z1], -, |z,|} if p= o0,

Then || - |, is a norm, called p-norm, on R". Property (d) in Definition 1.130; that is,

|z +yl, < |z|, + lyl,, is left as an exercise.

Example 1.133. Let M,,»,, = {n x m matrix with entries in R}, and we remind the read-

ers that if A e M,,»,,, then A : { R™ = R . Define

Tz — Az

X
A1, = sup sl = sup A2l A € My

Jelp=1 (Eq

that is, |Al|, is the least upper bound of the set {|| ||p‘ # 0,z € Rm}. Therefore,
P
| Az,

[E4

< ||A|, Yz # 0; thus

|Az], < |Alplzl, VzeR™.

Consider the case p = 1,p = 2 and p = oo respectively.

1. p=2: Let (-, )gs denote the inner product in Euclidean space R*. Then
|Az|3 = (Az, Ax)gn = (z, AT Az)gm = (v, PAPT2)gm = (P 2, AP 2)gn

in which we use the fact that AT A is symmetric; thus diagonalizable by an orthonormal
matrix P (that is, ATA = PAPT, PTP = I, A is a diagonal matrix). Therefore,

sup HAJZ”; = sup (PT:(:,APTx) = sup (y,Ay) (Lety= PTz, then lyle = 1)

l=2=1 lzl2=1 lyll2=1
= sup (Myf + Aags + - + Auy)
lyll2=1
= max {)\1, R )\n} = maximum eigenvalue of ATA

which implies that |A[, = 4/maximum eigenvalue of ATA.
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m m m
2. p=o0: |Afx = sup Az = max {Z Jail, D laggl -+ D lang] ¢ -

Reason: Let x = (21,29, -+ ,2,)T and A = [aij}nxm. Then

a11ry + -+ AmTm
A21L1 + + + Qo Ty

Ax =
Ap1T7 + -+ ApmTm
m m
Assume max Z lai;| = Z lay;| for some 1 < k < n. Let
1<i<n
— =
v = (sgn(ak1),sgn(akz), - ,sgn(ar)) -

Then |z|, =1, and |Az|o = > |ak|-
j=1

On the other hand, if ||z|, = 1, then

m

m m m
|CLi1$1 “+ ajpx9 + - azmxml < Z \aij| < max {Z |a1j\,2 ‘G/Qj" cee 2 |anj|} ;
7j=1

7j=1 7=1 i 7=1

7=1
sum of the absolute value of row entries.

n n n
3. p=1: |A|; = max {Z|aﬂ|,2\ai2|,... ,Z|aim|}.
=1 =1 =1

Example 1.134. Let € be the collection of all continuous real-valued functions on the
interval [0, 1]; that is,

m m m
thus |A], = max < > |aq;l, X |ag;l, -+ 2] |anj|}. In other words, ||A] is the largest
j=1 j=1

€ = {f :[0,1] - R ‘ f is continuous on [0, 1]}
For each f € €, we define

[JOI |f(a:)|pdx]; if1<p<oo,

if p=oc0.
;ﬂeﬁlf(fcﬂ if p= oo

[ £l =

The function | - |, : € — R is a norm on ¢ (Minkowski’s inequality).

Definition 1.135. An inner product space (V, ., >) is a real vector space V associated
with a function (-,-) : V x V — R such that

(1) (w,x) =20, Yz e V.
(2) (w,xz) =0 if and only if z = 0.
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(3) {x,y+ z) ={z,y)+{x,z) for all x,y,z € V.
(4) Oz, y) = Xa,y) forall \e R and z,y € V.

(5) (x,y) =y, x) for all x,y e V.

A symmetric bilinear form (-, ) satisfies (1)-(5) is called an inner product on V.

Example 1.136. Let (-, ) : R” x R" — R be defined by

(x,y):szyZ vxz(xla"‘7xn)7y:(y17”'7yn)‘
=1

Then (+,-) is an inner product on R™.

Example 1.137. Let € be defined as in Example 1.134. Define

{f.9)= fo f(z)g(z)dz .

Then {-,-) : € x € — R satisfies all the properties that an inner product has. Note that
=11

Proposition 1.138. If {-,-) is an inner product on a real vector space V. Then
L Qv+ pw, uy = X, u) + plw, w)y for all u,v,w e V.
2. {u, \v+ pw)y = Nu, v) + plu, w) for all u,v,w e V.
3. (v, \w)y = Mv,w) for all v,we V.
4. {0,w) = (w,0) =0 for allwe V.

Theorem 1.139. The inner product {-,-) on a real vector space induces a norm | - | given

by |z = \/{x,x) and satisfies the Cauchy-Schwartz inequality
Kz <zl -yl Ya,yeV. (1.7.1)
Proof. First, we observe that for all x,y € V fixed, we must have
0 < Q@ +y, e +y) = [2]*A + 2@, 1A + [y]*

for all A € R. Therefore,
C,y)® = |z* - Jy|* < 0

which implies (1.7.1).
It should be clear that (a)-(c) in Definition 1.130 are satisfied. To show that | - || satisfies
the triangle inequality, by (1.7.1) we find that

2
(2l +lyl)” = I+ yl* = |2 + 20z ly] + |y — <= + v, 2 + )
=2(l=lllyll = Cz,») = 0;

thus the triangle inequality is also valid. O
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Corollary 1.140. Let f,g:[0,1] — R be continuous. Then

(| 1 rf<ac>\2dac)é (] 1 |g<ac>\2dac)é |

Definition 1.141. A metric space (M,d) is a set M associated with a function d :
M x M — R such that

[ ' fe)g(a)da

(i) d(z,y) =0 for all x,y € M.
(ii) d(z,y) =0 if and only if z = y.
(iii) d(z,y) = d(y,z) for all x,y € M.
(iv) d(z,y) < d(z,z)+d(z,y) for all z,y,z € M.
A function d satisfies (i)-(iv) is called a metric on M.

Example 1.142 (Discrete metric). Let M be a non-empty set, and dy : M x M — R be
defined by

0 ifx=y,
do(m’y):{l if:c;éz.

Then djy is a metric on M, and we call dy the discrete metric.

Example 1.143 (Bounded metric). Let (M, d) be a metric space. Define p: M x M — R
by

d(z,y)

T,Y) = ———.

Then p is also a metric on M.

Proposition 1.144. If (V,| - |) is a normed vector space, then the function d:V xV — R
defined by d(z,y) = |x — y| is a metric on V. In other words, (V,d) is a metric space, and

we usually write (V, | -||) as the metric space.
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Chapter 2

Point-Set Topology of Metric spaces

2.1 Open Sets and the Interior of Sets

Definition 2.1. Let (M, d) be a metric space. For each 2 € M and € > 0, the set
D(z,e) ={ye M |d(z,y) <e}

is called the e-disk (e-ball) about = or the disk/ball centered at x with radius e.

Figure 2.1: The e-ball about = in a metric space

Example 2.2. (R? | ],) is a normed vector space. Consider z =0,e =landp=1, p =2

and p = oo respectively.

L op=1 |z = [v1| + |22, d(,y) = |21 — 31| + |22 — v2].

2. p=2: |l = /21 + 23, dz,y) = /(21 — y1)? + (22 — 12)*.

3. p=oo: HSEHoo = maX{Wl’, ‘552‘}, d(x,y) = maX{\JCl - yl’, \352 - 3/2’}-
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Figure 2.2: The 1-ball about 0 in R? with different p

Example 2.3. Let (M, d) be a metric space with discrete metric; that is,
1 ifz #y,
d(z,y) = .
0 ifx=y.
{z} if0<e<1,
M ife>1.
Definition 2.4. Let (M, d) be a metric space. A set U = M is said to be open (in M) if

Then D(z,¢e) = {

Veeld, de >0 D(z,e) cU.

Example 2.5. The set A = {(:v,y) € RQ‘O <z < 1} is open: given (z,y) € A, take
e = min{l — x, z}, then D(z,¢) € A.

Example 2.6. A = {(z,y) € R?|0 < z < 1} is not open: let u = (1,0), then Ve > 0 3
D(u,e) ¢ A (since (1 + %, 0) € D(u,e) but (1+ 3,0) ¢ A).

Example 2.7. M = (a,b) x [c,d] U {p}, p ¢ [a,b] x [¢,d], d = \/(331 —29)%+ (1 — y2)%

Then D(p,e) = {p} if e « 1. Let ¢ = (GT—H),d), e < min{b;a,d— c}. Then D(q,¢) is the
shaded region in red color shown in the figure below.
D(q,e) _
d/_“ q ‘/ \p
| T 1

Proposition 2.8. Let (M,d) be a metric space. Then every e-disk is open.

Proof. Let D(x,¢) be an e-disk. We would like to show that Vy € D(x,¢), 3§ > 0 3
D(y,0) € D(x,¢). Let 6 =e —d(x,y) > 0. Then if z € D(y, ), we have

d(z,2) < d(z,y) +d(z,y) <o+ d(z,y) = €;

thus z € D(x,¢). o
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Proposition 2.9. Let (M,d) be a metric space.
1. The intersection of finitely many open sets is open.
2. The union of arbitrary family of open sets is open.

3. The empty set & and the universal set M are open.

Proof. 1. Let Uy,Us,--- ,Ug be open sets in M, and U = (k] U;. If y e U, then y € U; for
all 1 <i < k. Since Uj; is open, 36; > 03 D(y,d;) < Uliz.lLet d = min{dy, -, 0}
Claim: D(y,0) < U.

Proof of claim: Let z € D(y,6). Then d(y,2) <d < d;ifi=1,2,--- k.

k
=2eD(y,6;)Vi=1,2,-- k=z2eU;ifi=1,2,--- [k=2e (U =U.

=1

2. Let ¥ = {Ua } U, openin M, a € ]} be a family of open sets, and U = | J U,. If
ael

y € U, then y € Us for some € I. Since Up is open, 39 > 0 3 D(y,d) < Ugs; thus
D(y,0)c YU, =U.

a€el

3. ¥ is trivially an open set. Moreover, if y € M, then D(y,1) € M (by definition). o

Corollary 2.10. Let (M,dy) be a metric space with discrete metric. Then every subset of

M is open.
1
Proof. Yy e M,{y} = D(y, %) isanopensetin M. f A< M, A# ¢, then A= D(y, 5)
yeA
which suggests that A is open since it is an arbitrary union of open sets. O
Remark 2.11. Infinite intersection of open sets need not be open:
11 X Ly
1. Take A, = (— o 5), then (] A, = {0} which is not open.
n=1
1 1 x )
2. Let Uy = (-2 — E’Q + E> c R. Then A = () Uy 2 [-2,2]. Moreover, if x ¢ [—2,2],
k=1
mmakeNax¢m4Hx>2,%<x_2gﬁx<—z%<'“_%.Tmmma

AU =[-2,2.

Example 2.12. Let A < R” be open, and B € R". Then A+ B={a+0bla€ A,be B} is

open.

Proof. Let ye A+ B. Then y = a + b for some a € A,b € B. Since A is open, 3§ > 0 3
D(a,d) < A.
Claim: D(y,0) < A+ B.
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Proof of claim: Let z € D(y,d). Then |z — y|s < 0. Since z = b+ (2 — b), if we can show
that z — b e A, then z € A+ B. Nevertheless, we have

|(z=0) —al = [z —a=bls = |z =yl <9
which implies that z —be D(a,d) < A. o

Definition 2.13. Let (M, d) be a metric space, and A € M be a subset of M. A point
x € A is called an interior point of A if 3¢ > 03 D(x,e) € A. The interior of A is the

collection of all interior points of A, and is denoted by int(A) or A
Example 2.14. Let M = R with d(z,y) = |z—y|,and A = [0,1), B = {1,
{0} = {%};O:l U {0}. Then A = (0.1) and B = ¥ since

Y

1
L, —
n

Wl

Y

N

1. if z € (0,1), then 3¢ > 03 D(x,e) < (0,1) < A.

2. 0 is not an interior point since (—&,¢) N [0,1)" # ¢ Ve > 0.
Remark 2.15. A might be empty.

Theorem 2.16. Let (M, d) be a metric space, and A = M be a subset of M. The interior of
A is the largest open set contained in A. In other words, if U < A is open, then U < int(A).

Proof. Let z€ U. SinceUisopen,3(5>09D(Z,5)§U§A:>ze/i=>(]§/ol.

To show that A is open, we observe that A = | J D(z,e,), where &, > 0 is chosen so that
zeA
D(z,e,) < Aif x € A, for the following reason:

1. “<”: trivial.
2. “O": Let y e U D(z,e,) = dze A sye D(z,e,). Thenif 6 = ¢, — d(z,y),
el D(y,d) € D(x,e,) S A=ye A o
Theorem 2.17. Let (M,d) be a metric space. A set A < M is open if and only if A = A.
Example 2.18. Let (M, d) be a metric space, and A and B be two subsets of M.
1. int(A) u int(B) < int(A U B).

Proof. Let x € int(A) u int(B). W.L.O.G. Assume z € int(A), then 37 > 0 such that
D(z,r) € A. Therefore, x € D(x,r) € Au B, so z € int(A U B). =

2. Strict containment might happen because of the following example:
Take A =[0,1], B = [1,2], then int(A) = (0, 1), int(B) = (1, 2).
Sine Au B =|0,2], int(A u B) = (0, 2); however, int(A) u int(B) = (0,2)\{1}.
Hence, int(A) u int(B) # int(A U B).
Another example is stated as follows: Let A =Q n[0,1] and B = Q' n [0, 1]. Then

(0,1) = int([0, 1]) = int(A U B) 2 int(A) U int(B) = &.
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Example 2.19. In a metric space (M, d), it is not always true that int({y eM ‘ d(z,y) <
R}) = {y eM ‘ d(z,y) < R}. To see this, we consider the discrete metric

1 ifx#uy,
d0<x’y>:{0 it 0.

Let R=1, and fix o € M # . Then
{ye M|do(y, ) <1} = M = int({y € M|do(y, z0) < 1}) = int(M) = M.
Now {y € M‘do(y,a:o) < 1} = {xo}. As long as M has more than one point, we have

int({y € M| do(y,z0) <1}) = M # {xo} = D(zo, 1).

2.2 Closed Sets, the Closure of Sets, and the Boundary
of Sets

Definition 2.20. Let (M,d) be a metric space. A set F' < M is said to be closed if
F' = M\F is open. In other words,

Fis closed & Vre F', 3¢ > 05 D(x,e) < F*.

Example 2.21. The set [0,1] < R is closed, and the set (0,1] < R is not open and not

closed.

Example 2.22. Let S = {(z,y) | 22 +y? < 1}. Take z € R®\S, then D(z, |z, —1) = R?\S.

As a consequence, R*\S is open; thus S is closed.

Example 2.23. Let S = {(ac,y) ‘ 0<r<1,0<y< 1}. Since R?*\S is not open, S is not

closed.

Proposition 2.24. Any point in a metric space is closed; that is, if (M,d) is a metric space
and A = {x} for some x € M, then A is closed.

Proof. We show that M\{x} is open. Let y € M\{x}. Pick r = %d(x, y) > 0.
Claim: D(y,r) < M\{z}.

Proof of claim: Let z € D(y,r). Then d(z,y) <r = %d(m, y). Then
1 1
d(Z7I) = d(l],y) - d(yaz) = d([L’,y) - Ed(x7y> = §d(l’,y) >0=z#uw. =
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Proposition 2.25. Let (M,d) be a metric space.
1. The union of finitely many closed sets is closed.
2. The intersection of arbitrary family of closed sets is closed.

3. The universal set M and the empty set & are closed.
k
Proof. 1. Let Fy,--- , F}, be closed sets, and F' = ] Fj. Then by De Morgan’s law,
j=1

k

FC:M\FZM\UszﬁM\F :ﬁ

J=1 7=1

k
Since Fj is closed, ch is open. By Proposition 2.9, (1 ch is open.
j=1

2. Let ¥ = {Fa ‘ F, closed in M, o € I} be a family of closed sets, and F = () F,.

a€el

Then by De Morgan’s law,

FC=M\[)Fa=JM\F.) = | JFS

ael ael ael

which suggests that F is the union of open sets {Fg} By Proposition 2.9 we

ael’
conclude that F*® is open or equivalently, F is closed.

3. M* = &, " = M are both closed. o

Corollary 2.26. Any set consists of finitely many points of a metric space is closed.

0
Example 2.27. Let F, = [— 2+ ! 2 — %] C R. Then B = J F), < (—2,2). Moreover, if

k7 k=1
— , then >0, sx e Fy r <0, -< x> ,7<;. erefore,
2.9). then 3k > 0 P, (If oi T2 g 0; 22“5 Theref

U Fr, = (—2,2). This example suggests that an arbitrary union of closed sets might not be

Closed

Example 2.28. Let (M,d) be a metric space, and A = {y1,¥2,...,yx} S M. Define
k

B ={xe M|d(z,y;) <1 for some y; € A} = |J{xr € M|d(z,y;) <1}. Then B is closed.
i=1

Proof. 1t suffices to show B; = {r € M |d(z,y;) < 1} is closed for i = 1,2,..., k since

B = | Fi.. Take z € M\B; (if M\B; = &, then B; = M and B; is closed). Let N = {u e
i=1

M | d(u,z) < d(zayz) - 1}

Claim: N < M\B;; that is, M\B; is open.

Proof of claim: Take uw e N and compute d(u,y;) = d(yi, 2) — d(u, z) > d(z,y;) — (d(z,y:) —

1) =1. Hence u ¢ B; = ue M\B;. So N € M\B,. =

44



Example 2.29. Let (M,d) be a metric space, A € M be closed, and B < M be finite
(#(B) < o). Then A + B is closed.

Proof. Left as an exercise. O
Definition 2.30. Let (M, d) be a metric space, and A < M.

1. A point x € M is called an accumulation point of A if Ve > 0, D(x, ) contains
points in A other than z; that is, Ve > 0, D(z,e) n (A\{z}) = (D(z,e)\{z}) n A # .

2. A point z € M is called a limit point of A if Ve > 0, D(x,¢) contains points in A;
that is, Ve > 0, D(x,e) n A # (.

3. A point x € A is called an isolated point (7%= %) if 3¢ > 03 D(z,e) n A = {x}.

4. The derived set of A is the collection of all accumulation points of A, and is denoted
by A’

5. The collection of all limit points of A is denoted by A.
Remark 2.31. 1. An accumulation point of A needs not to be in A.
2. If A = {z} (that is, a single point), then A has no accumulation point; that is, A’ = .
3. Accumulation points are called cluster points in some books.
4. If z € A, then z is a limit point of A. In other words, A’ < A.
5. If z € A, then z is a limit point of A. In other words, A < A.
Example 2.32. Let A= (0,1) € R, then A’ = [0,1] and A = [0, 1].
Example 2.33. Let A= (0,1) u {2} < R. Then
1. for any z € [0,1],x € A’;
2. 2¢ A’, but 2 is a limit point of A;
3. if x¢[0,1] U {2} then z ¢ A’
Therefore, A’ = [0,1]. Note that sup A = 2; thus sup A might not belong to A’.

Example 2.34. Let A = {z,}*_ | < R consists of a bounded sequence of distinct points.
Then A’ # &.

Proof. By Bolzano-Weierstrass property (Theorem 1.95), A has a convergent subsequence
{xn]. }jil converging to x € R.
Claim: z € A'.

Proof of claim: Ve > 0,3 K e N> ‘xnj — x‘ < ¢ for j = K. Moreover, x,, € A. O
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Example 2.35. In a metric space (M,d), let B(z,r) = {y € M ‘ d(z,y) < r}. Is it true
that B(x,r) < D(x,r)’; that is, every point of B(x,r) is an accumulation point of D(x,r)?

Answer: No, take a metric space with discrete metric

1 ifx#uy,
dO(I’y):{O ifx:g.

and M has more than one point. We have D(z,1) = {x}, then D(z,1) = &. Also,
B(x,1) =M ¢ & = D(z,1)".

Proposition 2.36. If A< B, then A’ < B'.

Proof. Let x € A’. Then Ve > 0,3y € A,y # x>y € D(x,e) n A. Since A < B, y € B.
Therefore, Ve > 0,3ye By #x3y€ D(x,e)n B<xe B’ o

Example 2.37. Let A be a subset of R". An interior point of A is an accumulation point
of A(Ac A'if A< R™).

Proof. If z € A, then 37 > 0,5 D(x,r) < A. Let ¢ > 0 be given.
1. e =r,D(x,¢) n (A\{z}) 2 D(z,r) n (A\{z}) # &.
2. e <r,D(z,e) < D(z,r) € A= D(z,e) n (A\{z}) # T.
Then for all € > 0, D(x,e) n (A\{z}) # & =z e A’ .

Theorem 2.38. Let (M,d) be a metric space and A < M, then A is closed if and only if
A=A (- BEEEFELEFIvwF B L 50 79T ¢ limit points)
Proof. A'is closed < Vye A* 3r > 03 D(y,r) < A (or D(y,r) n A= &).

=sVyeAy¢ A(orye AY).

< ifye A, then y € A. =
Theorem 2.39. Let (M, d) be a metric space and A < M. Then A= AvA' (= (A\A)UA).
Proof. By definition, 1€ A < Ve > 0,D(x,e) n A # (.

= If € A\A, then Ve > 0, D(z,¢) n (A\{z}) # &.

= If z € A\A, then v € A",

Therefore, AA\A < A’ = A< AU A’. On the other hand, we also have (1) A < A and (2)
A < A; thus Au A € A, O

Corollary 2.40. Let (M,d) be a metric space, and A < B < M. Then A < B. In
particular, if A < B and B is closed, then A < B.

Proposition 2.41. Let (M, d) be a metric space, and A < M. Then A\A' is the collection
of all isolated points of A.
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Proof. Let © € A\A’. Then = € A, but 3¢ > 0 3 D(z,e) n (A\{z}) = . Therefore,
D(z,e) n A = {z} which implies that = is an isolated point. o

Theorem 2.42. Let (M,d) be a metric space, and A < M. Then A’ is closed; that is,
Vy¢e A/ ,3r >0 D(y,r)n A = .

Proof. Let y ¢ A’. Then 3¢ > 03 D(y,e) n (A\{y}) = (D(y,e)\{y}) n A= . Then

A< (D(y,e)\{y})".

Since D(y,e)\{y} = D(y,e) n {y}* is open, (D(y,ee)\{y})C is closed; thus Corollary 2.40
implies that

Ac (D(y,e)\{y})C or equivalently, A n D(y,e)\{y} =& .

Since A = A U A’ the equality above suggests that

A" D(y, e)\{y} = &
thus the fact that y ¢ A" implies that D(y,e) n A’ = &. o

Definition 2.43. Let (M,d) be a metric space and A < M. The closure of A is the
intersection of closed sets containing A, and is denoted by cl(A). In other word, cl(4) =
(| F (thus cl(A) is the smallest closed set containing A).

F closed.
ACF
Proposition 2.44. Let (M,d) be a metric space, and A < M.
1. Accl(A) (re A= if F 2 A is closed, then z € F).
2. A is closed if and only if A = cl(A).
Proposition 2.45. Let (M, d) be a metric space, and A < M. Then cl(A) = A(= Au A').

Proof. Since A < cl(A) and cl(A) is closed, Corollary 2.40 implies that A < cl(A).

On the other hand, if # ¢ AU A’ = A, then 3r > 03 D(z,7) n A = J or in other words,
A < D(z,r)". By the definition of the closure of sets, cl(4) = D(z,r)" or equivalently,
D(x,7) < cl(A)"; thus z ¢ cl(A). Therefore, cl(4) < A. o

Example 2.46. Let A =[0.1) u {2} < R. Find cl(A).
Answer: A’ =[0.1], cl(A) = Au A" =[0,1] U {2}.

Example 2.47. cl(A n B) a cl(A) n cl(B).
Answer: No. Take A = [0,1], B = (1,2]. Since A is closed, then cl(A) = A. Since cl(B) =
1,2], AnB=. Socl(AnB) = & # {1} = cl(A) ncl(B); thus cl(An B) & cl(A) ncl(B).

Example 2.48. In a metric space (M, d),
x € cl(A) if and only if d(z, A) = inf {d(z,y) }y e A} =0.
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Proof. “<” Suppose d(z,A) =0. Ifx € A, thenx e AVA" =cl(A). Ifx ¢ A, sinced(x, A) =
0,Ve>03ye Asd(z,y) <d(z,A)+¢e =e. In other words, (D(x,e)\{z}) n A # .
Therefore, x € A’; thus t € A u A’ = cl(A).

“=" Suppose x € cl(A). Since A = cl(A), Ve >0, D(z,¢) n A # &. In other words,
Ve>0,dye A ad(z,y) <e.
Therefore, d(z, A) < € for all € > 0 which implies that d(x, A) = 0. o

Example 2.49. A = {% |n=1,2,---}. Find cl(A).
Answer: A’ = {0} = cl(A) :AUAII{%‘TL:LQ,---}U{O}.

Example 2.50. A = {(z,y) |z € Q}. Find cl(A).
Answer: A’ = R? = cl(A) = R%

Definition 2.51. Let (M, d) be a metric space. A subset A < M is said to be dense (#
% ) in another subset B < M if A < B < cl(A).

Example 2.52. The rational numbers Q is dense in the real number system R.

Definition 2.53. Let (M, d) be a metric space, and A € M. The boundary of A, denoted
by bd(A) or dA, is the intersection of A and A® (0A = A n AL).

Remark 2.54. 1. 0A is closed since the closure of a set is closed.

2. By the definition of limit points of a set, we find that z € 04 < Ve > 0, D(z,e) n A #
& and D(x,e) n A" # .

3. 0A = 0(AY).
Proposition 2.55. Let (M,d) be a metric space, and A < M. Then 0A = A\A

Proof. If x € 0A, then Ve > 0,D(z,¢) n A* # &. Therefore, x ¢ A which implies that
A< A\A.

On the other hand, if = € A\fol, then Ve > 0,D(x,e) € A. As a consequence, Ve >
0,D(z,¢) n A® # &; thus x € AC and this further implies that z € A N AC = 0A. o

Example 2.56. Let M =R, d(z,y) = |x —y|, and A =[0,1] n Q. Then
1. A" =0,1].
1 1 ,
(reA,r+—eA,r+——>r:>reA.
n n
Ifsef0,1]nQ Is,€ A, s, >s=s€ A
Ift¢[0,1],3 >05D(te)n[0,1] = =t¢A).
2. A=[0,1](=AuA). 3. A=g. 4 0A=10,1].
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Example 2.57. Let (M, d) be a metric space with discrete metric, and A € M. Recall that

every point is an open set.
1. Aisopen. 2. Ais also closed since A® is open. 3. A=A 4 A= .
5.cl(A)=A=A. 6. 0A=(.

Remark 2.58. If A < B, then 0A ¢ 0B. For example, let A = Q n [0,1] and B = [0, 1].
Then A € B but 0A = (0,1}, 0B = {0, 1}.

Example 2.59. 0A ¢ A": take A = {0}, then A’ = &, 0A = {0}.

Example 2.60. It is not always true that 0A = d(int(A)). For example, take A = [0,1] U
{2}, then dA = {0,1,2},int(A) = (0,1), d(int(A)) = {0, 1}, so 0A # d(int(A)).

Example 2.61. Let (M, d) be a metric space, and A, B < M. Then

J(AuB)<cdAudB and J(AnB)<JdAu?dB
since

red(AuB) = VYr>0D(xr)n(AuB)# & and D(x,r) n (A*n B*) # &
= Vr>0,D(z,r)n A" # &, D(x,r)n B # &, and one of the following
holds: D(z,r) n A# & or D(z,r)n B # &

—zeAnAlorzeBn B,
and with A", B® replacing A, B in the inclusion we just arrive,

H(ANnB)=0(AnB)=0(A"UBY)<oA" LB =0AUIB.

2.3 Sequences and Completeness ( % % 4)

Definition 2.62. Let (M, d) be a metric space. A sequence in (M, d) is a function f : N —
M, and is denoted by {f(n)}le. Write z,, for f(n). A sequence {z,})°; in M is said to

converge to x if

Ve>0, 3N >0 ad(z,,x) < e whenever n > N.
< Ve>0, #{neN|d(z,, z) >} < 0.
< Ve>0, #{neN|z, ¢ D(z,e)} < .

As Definition 1.47, one writes lim z,, = x or x,, — x as n — o to denote that the sequence
n—0o0

{z,}>_ | converges to x.
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Remark 2.63. Let (M, d) be a metric space, A < M be a subset.

x is a limit point of A < Ve >0, D(z,e) n A # .
<Vn>0,3z,€ A, z,€ D(x,

).

< Vn>0, 3z, € A dx,,z) <

SI=3 =

< H{x,} € Asx, >rasn — ©
and

y is an accumulation point of A < Ve >0, D(y,e) n (A\{y}) # &.
S Vn>0, 3y, #y, yn € 4, yneD(y,%)-

1
< Vn>0, 3y, #y, yn€ A, dlyn,y) < o
< H{ynto, € A\{y} 2y, — y as n — .

Remark 2.64. A is closed & A = cl(A) = A < If {2,}°, < Aand 2, — 7 as n — o,
then x € A.

Remark 2.65. The sequence {4}, does not converge to = as k — oo if

3e>03VYN >0, 3k>Nsd(zy,z) >2ec<Ie>03#{neN|dx, z) =c} =
<3Je>03#{neN|z, ¢ D(z,e)} = 0.

Proposition 2.66. In R", a sequence of vectors converges if and only if every component

of the vectors converges. In other words, in R™

Componentwise convergence < Convergence.

Proof. Let {vg}i2,, vr = (v,il), v,(f), e ,v,(gn)), be a sequence of vectors in R™.
“=7” Suppose v, — v = (v ... v™) as k — 0. Then

Ve>0, 3N >0 3 |jvy —v|2 < € whenever k > N;

thus if £ > N,

ol = 0] < = vl = A/ (o = o) (o) — 02 <

“<” Assume that U](:) —u;as k —>owfori=1,2,---,n. Then

Ve>0,3N; >0, 3 \v,(:) —u,| < - whenever k > N;.

Vn
Let N = max{Ny, Ny,---,N,}. Thenif k > N,

n € €
o =l = ()~ @ w2 < g[S S me
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Example 2.67. Let v, = (l i) € R?. Then vy — (0,0) as k — oo since

k' k2
\/(1—0)2+(i—0)2:i\/k2+1—>0ask—>oo.
k k2 k2
Proposition 2.68. Suppose that {v;}7, and {wy};, are sequences of vectors in a normed
space (V.| - ), M is a sequence in R, and v, — v, wx — w in V, \y > X in R as k — o0.
Then

1. vp+w, v+ w as k — .

2. A\pvp — v as k — 0.

3 L Ly ask oo if A £0, A £0.
WO

Proposition 2.69. Let (M,d) be a metric space.

1. A set A< M is closed if and only if every convergent sequence {zy}_, S A converges

to a limit in A.
2. x e A if and only if there is a sequence {x}}*, € A, 31, — 1 as k — ©

Proof. “=" Since A is closed, Theorem 2.38 implies that A = A. Let {7}, < A be a

convergent sequence with limit z. Then
Ve>0, 3N > 053d(xg,x) < e whenever k > N.
Therefore,
Ve>0, D(z,e) nA2{xp}iiy # O

which implies that z € A(= A).
“<" Assume the contrary that A is not closed. Then
Jze A® 3Ve >0, D(x,e) & A%

1 1
Let e = =, @, € D(z,—=) n A. Then {z,};2; < A and z, — z as n — o0; thus we
n n

obtain a sequence {x,}> ; which converges to a point z ¢ A, a contradiction. o

Example 2.70. Suppose {z;} € R" is such that (i) |lzx]| <1 (ii) xx — = as k — .
Question 1: |z < 17

Question 2: Can < be replaced by <; that is, is it true that |zx| < 1, 2y — x as k — o0,
then |z| < 17

Answer to Question 1: Yes, consider B(0,1) = {z € R"||z| < 1}. Then B is closed
since if z € BY, 3¢ = |lzs — 1 > 0 3 D(z,¢) < B". Since {23}, < B and x; — z as

k — oo, by Proposition 2.69 = € B; thus |z| < 1.
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On the other hand, we can obtain the inequality above by the triangle inequality:
[zllz < flee = 2llz +lzefo < lzx — 2o +1 ¥k > 0= zfs < lim |2y —2f +1=1.

1

Answer to Question 2: No. For example, consider the case n = 1, and take z, =1 — —

Then |z;| <1 and zy — =1 as k — co. However, |z| =1 < 1.

Definition 2.71. A point x in a metric space is said to be a cluster point of a sequence
{wn by if

Ve>0,#{neN|z, e D(z,e)} = .
Proposition 2.72. If {z,}> | is a sequence in a metric space (M,d), then
1. xis a cluster point of {x,}_, if and only if Ve >0 and N > 0,3n > N s d(z,,z) <e.
2. x is a cluster point of {x,};_, if and only if 3{x,;}72, 3 ¥p;, — x as j — 0.
3. &, — x as n — © if and only if every subsequence of {x,}>_; converges to x.

4. x, — x as n — © if and only if every proper subsequence of {x,}>_, has a further

subsequence that converges to x.
Proof. See the proof of Proposition 1.104 by changing |- — - | to d(-,-). o
Theorem 2.73. The collection of cluster points of a sequence is closed.

Proof. Let {z}}7;, < M be a sequence, and A be the collection of cluster points of {z)}7 ;.

If y € A%, then y is not a cluster point of {z}{_,; thus
Je>03#{neN|z,eD(y,e)} <.

If ze D(y,e), let r = —d(y,z) > 0, then D(z,7) < D(y,e) (Check!). As a consequence,
#{neN|z, e D(z,1)} < .

Figure 2.3: D(z,e —d(y,z2)) < D(y,¢) if z € D(y,¢)

Therefore, z € A* which implies that D(y,e) < A%; thus A is closed. o
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Next we talk about the completeness of a metric space. Recall that the completeness
of an order field is defined by the monotone sequence property (or the least upper bound
property) which relies on the concept of order, so we cannot define the completeness of a
metric space via these two properties. On the other hand, Theorem 1.98 suggests that when
the concept of order is out of scope, the convergence of all Cauchy sequences seems a good
replacement for completeness. This is in fact how we define the completeness of general

metric spaces. To be more precise, we start with the following

Definition 2.74. Let (M,d) be a metric space. A sequence {xp}>; < M is said to be
Cauchy if

Ve>0, 3N >0 >d(zp,x,) < e whenever n,m > N.

Definition 2.75. A metric space (M, d) is said to be complete if every Cauchy sequence

in M converges to a limit in M.

Definition 2.76. A sequence {z;}72; in a normed space (V, | -|) is said to be bounded if
IB>05|zx| < BVYkeN.
Definition 2.77. A sequence {x;}}2, in a metric space (M, d) is said to be bounded if
Jzoe M and B > 03 d(zg,m9) < BVkeN.

Remark 2.78. Adopting the definition of boundedness in a metric space, a sequence {xy}7

in a nomed space (V, | -||) is bounded if
JzpeVand B> 05 |z — 29| < BVkeN;

thus |zx| < || + B = B. Therefore, Definition 2.77 implies Definition 2.76.
Proposition 2.79. A convergent sequence in (M, d) is bounded.
Proof. Let {x\}72, be a convergent sequence in M with limit zy. Then

Ve>0, 3N > 03 d(xy, x9) < € whenever k > N.
Let C = max {d(ml,xo),d(xg,xo), e ,d(:UN_l,xg),s} + 1. Then d(zg,z0) < CVkeN. o
Proposition 2.80.

1. Every convergent sequence in (M,d) is Cauchy.

2. If a subsequence of Cauchy sequence converges, then this Cauchy sequence also con-

verges.

Proof. See the proof of Proposition 1.91 and Lemma 1.96 by changing | - | to d(,-). o
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Theorem 2.81. A sequence in R™ converges if and only if the sequence is Cauchy (because

@ ol o — ol < 0 _
of that max v, —uil < [Jog — ull, < v/n max fv,” — ).

Theorem 2.82. Let (M,d) be a complete metric space, and N < M be a closed subset.
Then (N,d) is complete (% 7 B ? 22 B & & % § ).

Proof. Let {z1}72, < N be Cauchy sequence. Then
Ve>0,3Ny>03d(x,,x,) <eif n,m = Ny.

Therefore, {zx};>, is Cauchy in (M,d). By completeness of (M,d), 3z € M 5z, — x as

k — o0. Note that z € N since N is closed. o

2.4 Series of Real Numbers and Vectors

Qa0
Definition 2.83. Let (V.|| - ||) be a normed space. A series >, xj, where {x;};>, €V, is
k=1

said to converge to S € V if the partial sum S, = x converges to S, and one writes

n
k=1

e¢]
S = Y, xy if this is the case.
k=1

Theorem 2.84. Let (V,||-|) be a complete normed space (called Banach space). A series
0
> xy converges if and only if
k=1
Ve > O,EIN >0>3 ||l‘k+xk+1+"'+xk+p“ <€ ka = N,p? 0.

n o0
Proof. Let S, = > x; be partial sum of >} ;. Then
k=1 k=1

{Sn}o_, converges in V < {5}, is Cauchy
<Ve>0,3N>05|5,— | <eifn,m=N
<Ve>0,IN>03|zpy +Tpgo+ -+ ap| <cifm>n=N

<Ve>0,3N>03 |zp+ap+ -+ Tyl <cifk=N+1,p=0. o

0
Corollary 2.85. If > xj converges, then |z — 0 as k — o, and if |zy| - 0 as k — oo,

k=1
e ¢]
then >, ), diverges.
k=1
Proof. Take p = 0 in Theorem 2.84. O
o0 o0
Definition 2.86. A series Y. =z, is said to converge absolutely if > |z;|| converges in
k=1 k=1

R. A series that is convergent but not absolutely convergent is said to be conditionally

convergent.

© (1 k
Example 2.87. > ( k:) is conditionally convergent.
k=1
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o0

o0

Theorem 2.88. In a complete normed space, if >, xp converges absolutely, then . xy

k=1
CONVETGES.

0 n
Proof. If >, x; converges absolutely, then S, = > |z;|| converges in R. Then
k=1 k=1

Ve>0,3N > 05 [faul + |aral + -+ Jersyl| < it k> N,p=o0.

Therefore, if k = N,p = 0,

|2k + Trpr + o+ Tyl < awl + o+ el < e
Theorem 2.89.

1. Geometric series:

0
(a) If|r| < 1, then Y. r* converges absolutely to . -
k=1 -

e}
(b) If |r| > 1, then >} r* does not converge (diverge).
k=1

2. Comparison test:

0 o0

(a) If >, ag converges, ar, = 0, and 0 < b, < ag, then ), by converges.
k=1 k=1

(b) If Z ay diverges, ay = 0, and aj < by, then Z by diverges.
k=1 k=1

3. p-series:

a0

> % converges if p > 1 and diverges if p < 1

k=1

4. Root test:

(a) If limsup /|xk| < 1, then Z xy converges absolutely.
k—o0

(b) If limsup {/|zx| > 1, then Z xy, diverges.
k—o0

5. Ratio and comparison test:
o0 0
Let Y} ay and Y] by be series, and by, > 0 for all k € N.
k=1 k=1

| | 0 0

(a) limsup —
k—o0 k k=1 k=1

(b) liminf — %~ 0, Z by is divergent, then Z ay, diverges.
k=00 O k=1 k=1

6. Integral test:

< o0, Y, by is convergent, then > ay converges absolutely.

k=1

If f is continuous, non-negative, and monotone decreasing on [1,00), then >, f(k)

0
converges if and only if the improper integral J f(x)dx < o0.
1
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7. Alternative series:

0
Z (—1)kak is convergent if ar = 0, ax N\, 0 (that is,ap = ags1,ar, — 0 as k — o).
k=1

Remark 2.90. From the exercise problem, we have

lim inf 241] < liminf A/ |zx| < limsup {/|zx| < lim sup 21l .
k—o0 |l’k| k—o0 k—00 k—00 |.flfk|

As a consequence, by the root test we obtain

|1 .

1. if lim sup < 1, the series > x}, converges absolutely, and
koo [Tkl k=1
0¢]
2. if lim inf Ze1] > 1, the series > z}, diverges.
k—00 |l‘k| k—1
This is called the ratio test.
Example 2.91. Let
1
= if kis odd,
272
T = 1
— it kis even,
32
111111
hat i 00_:{ 77777 7} in R. Th
that is, {zg}7, 53198 37 , be a sequence in en
1. liminf 71— 0;
k—o0 |J)k|
1
2. liminf { = —;
it Vind = 75
3. limsup /|xx| = L.
k—0o0 \/5’
4. lim sup el = 0.
koo [Tkl
[ee}
Therefore, )] xy converges absolutely.
k=1
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Chapter 3

Compact and Connected Sets

3.1 Compactness (?f%(]ﬁi)

Definition 3.1. Let (M, d) be a metric space. A subset K < M is called sequentially

compact if every sequence in K has a subsequence that converges to a point in K.

Example 3.2. Any closed and bounded set in (R, | -|) is sequentially compact.

Proof. Let {x}7, be a sequence in a closed and bounded set S. Then {z;};, is also
bounded; thus by Bolzano-Weierstrass property of R, there exists a subsequence {xkj};il
converging to a point x € R. Since S is closed, x € S; thus S is sequentially compact. =

Proposition 3.3. Let (M, d) be a metric space, and K = M be sequentially compact. Then
K is closed and bounded.

Proof. For closedness, assume that {z};>; € K and x; — x as k — co0. By the definition of
sequential compactness, there exists {a:kj}jozl converging to a point y € K. By Proposition
2.72, x = y; thus x € K.

For boundedness, assume the contrary that V (xg, B) € M x RT, there exists y € K such

that d(xg,y) > B. In particular, there exists

xp € K, d(zg,x0) > 1 +d(xp_1,20) VkeN.

Then any subsequence of {xj}}”; cannot be Cauchy since d(xy,z,) > 1 for all k, ¢ € N; thus

{x1}72; has no convergent subsequence, a contradiction. o
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Remark 3.4. Example 3.2 and Proposition 3.3 together suggest that in (R, |- ),
sequentially compact < closed and bounded .

Corollary 3.5. If K < R is sequentially compact, then inf K € K and sup K € K.

Proof. By Proposition 3.3, K must be closed and bounded. Therefore, inf K € R. Then
for each n € N, there exists z,, € K such that inf K < x,, < inf K + 1. Since {z,}_, is a
bounded sequence in R, the Bolzano-Weierstrass theorem (Theorem 1 65) implies that there
is a subsequence {xnk} ,—, and z € R such that khm Zn, = ¢. Note that x = inf K, and by

the closedness of K, x € K. The proof of sup K € K is similar. =

Definition 3.6. Let (M, d) be a metric space, and A € M. A cover of A is a collection of

sets {L{a}ae ; Whose union contains A; that is,
Ac U U, .
ael

It is an open cover of A if U, is open for all « € I. A subcover of a given cover is a

sub-collection {L{a}ae g of {L[a}ae s whose union also contains A; that is,

Ac Uua, Jc I

aed

It is a finite subcover if #J < 0.

Definition 3.7. Let (M, d) be a metric space. A subset K < M is called compact if every

open cover of K possesses a finite subcover; that is, K < M is compact if

YV open cover {L{a}ae] of K,3J<c I,#J <w>s K < UL{a.

aeJ

Example 3.8. Consider R x {0} in the normed space (R?| - |2). For x € R, then
{D( z,0), )} . 18 an open cover of R x {0}; that is,

R x {0} < | D((x,0),1)

zeR

Figure 3.1: An open cover of the x-axis

However, there is no finite subcover; thus R x {0} is not compact.
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Example 3.9. Consider (0, 1] in the normed space (R, |-|). Let I} = (%, 2). Then {I;}7,

is an open cover of (0, 1]; that is,

Olgo 2).

k=1
However, there is no finite subcover since
N
1 1
—_— 2
N+1 ¢ kUI </~:’ )

Therefore, (0, 1] is not compact.

Lemma 3.10. Let (M,d) be a metric space, and K < M be compact. Then K is closed.

In other words, compact subsets of metric spaces are closed.

Proof. Suppose the contrary that 3{z;};>; € K, z, — z as k — 0, but x ¢ K. For y € K,
define the open ball U, by

1
U, = D(y, §d(x,y)).
Then {Z/{ } i 1s an open cover of K that is, K < U U,. Since K is compact, there exist
yeK

{y1,- - ,yn} € K such that
n n 1
S Uy, = D i) =d xr,Yi)) -
Let r = %min{d(x,ym -, d(z,y,)} > 0. Then if d(z,z) <,

1 1
d(zayz) = d(‘rayz) - d(ZE, Z) > d(m7yz) -r> d(xuyz) - §d(‘rayz) = §d(x7yz)

which implies that D(z,r) nU,, = F foralli=1,--- ,n

// uyg \\
! \ - <
| 1 -7 RN
1 4 \
l\\ y3 2 d(.’L’ ’l'y'& ) ,/ Z/{yl \
/
. , ld(x:\yl) yl )
/\/ v
\HQ 4 u

Ya
On the other hand, since xy — x as k — o0, 3 N > 0 such that
d(zg,x) <r Vk=N.

In particular, xy € D(z,r) n K; thus zx ¢ U,, for all i = 1,--- ,n, which contradicts to
that {Z/{yi}?zl is a cover of K. o
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Lemma 3.11. Let (M,d) be a metric space, and K < M be compact. If F < K is closed,

then F' is compact. In other words, closed subsets of compact sets are compact.

Proof. Let {Ua}ael be an open cover of F'. Then {Z/{a}ad U {F"} is an open cover of K;

thus possessing a finite subcover of K. Therefore, we must have

KgOuai U F*

i=1
for some «; € I. In particular, F' < | J U,, v F' so F ¢ U Ua, . =
i=1 i=1
Definition 3.12. Let (M, d) be a metric space. A subset A < M is called totally bounded
if for each r > 0, there exists {x1, -+ ,xy} S M such that

N

Ac UD(xi,r).

i=1
Proposition 3.13. Let (M,d) be a metric space, and A = M be totally bounded. Then A

is bounded. In other words, totally bounded sets are bounded.

N
Proof. By total boundedness, there exists {y1,--- ,yn} S M such that A < | J D(y;,1). Let
i=1

2o = y1 and R = max {d(zo,y2), -+ ,d(zo,yn)} + 1. Then if z € A, z € D(y;, 1) for some
j=1,--- N, and

d(z, o) < d(z,y;) + d(y;, m0) <1+ d(zo,y;) < R
which implies that A € D(z, R). Therefore, A is bounded. o

Example 3.14. In a general metric space (M,d), a bounded set might not be totally
bounded. For example, consider the metric space (M,d) with the discrete metric, and
A € M be a set having infinitely many points. Then A is bounded since A € D(x,2) for
any x € M; however, A is not totally bounded since A cannot be covered by finitely many

balls with radius %

Example 3.15. Every bounded set in (R™, |-||2) is totally bounded (Check!). In particular,
the set {1} x [1,2] in (R?,| - |) is totally bounded.
On the other hand, let d : R? x R? — R be defined by

T —Y if xo = 1o,
d(z,y) = 21 3 . ? ? where x = (1, z2) and y = (y1,y2)-
|T1 —y1| + |re — | + 1 if 2o # yo.

Then (R?, d) is also a metric space (exercise). The set {1} x [1,2] is not totally bounded. In

fact, consider open ball with radius 3

1 1 1
yeD(x,g)@d(x,y)<§©\w1—y1]<§andx2:yg

1 1
@yle(xl—?xljti) and z9 = ¥ .
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In other words,
1 1 1
D(x, 5) = (:vl — 37 + 5) x {xa};

1
thus one cannot cover {1} x [1,2] by the union of finitely many balls with radius 3

Proposition 3.16. Let (M,d) be a metric space, and T < M be totally bounded. If S < T,
then S is totally bounded. In other words, subsets of totally bounded sets are totally bounded.

Proof. Let r > 0 be given. By the total boundedness of T, there exists {1, -+ ,xy} & M

such that
N
s 7Dl :

Proposition 3.17. Let (M,d) be a metric space, and A = M. Then A is totally bounded
N

if and only ifVr >0, H{yr, - ,yn} S A such that A < |J D(y;,r).
i=1

Proof. Tt suffices to show the “only if” part. Let r > 0 be given. Since A is totally bounded,
N T
Iy, - yn) S M3 AC L__JID(yi,Q).

W.L.O.G., we may assume that for each : = 1,--- | N, D(yi, g) N A # . Then for each
1=1,---,N, there exists z; € D(yi, g) N A which suggests that

N N
U yza = UD(-CEwT)
i=1 =1

since D(yi,g) < D(zy,r) foralli=1,---,N. o

Lemma 3.18. Let (M,d) be a metric space, and K < M. If K is either compact or
sequentially compact, then K is totally bounded..

Proof. Suppose first that K is compact. Let » > 0 be given, then {D(.CE, r)}xeK is an open

cover of K. Since K is compact, there exists a finite subcover; thus 3{zq, -+ ,any} € K

such that
N
< UDlrer

Therefore, K is totally bounded.

Now we assume that K is sequentially compact. Suppose the contrary that there is an

r > 0 such that any finite set {y1, - ,y,} < K, K & |J D(y;,r). This implies that we can
i=1
choose a sequence {zy};; < K such that
k
Tri1 € K\ U D(zi,r)
i=1

Then {x}72, is a sequence in K without convergent subsequence since d(zy, ;) > r for all
/{, ¢ e N. u]
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Theorem 3.19. Let (M,d) be a metric space, and K < M. Then the following three

statements are equivalent:
1. K is compact.
2. K 1is sequentially compact.
3. K is totally bounded and (K, d) is complete.
Proof. We show that 1 = 3 = 2 = 1 to conclude the theorem.

“l = 3”: By Lemma 3.18, it suffices to show the completeness of (K, d). Let {zx}, be a

Cauchy sequence in K. Suppose that {x)};2; does not converge in K. Then
Vye K,36, >0 #{keN|z, € D(y,8,)} < (3.1.1)

for otherwise there is a subsequence of {z};2, that converges to x which will suggests

the convergence of the Cauchy sequence. The collection { D(y,é } i then is an open

cover of K'; thus possesses a finite subcover {D(yl, 5%)} . In particular, {zx}>, <
U D(yi,5$i) or
=1 N
#{keN|z; e UD(y,-,éyi)} =
i=1
which contradicts to (3.1.1).

“3 = 27: The proof of this step is similar to the proof of the Bolzano-Weierstrass Theorem
in R (Theorem 1.95) that we proceed as follows. Let {x}};2; be a sequence in Ty = K.
Since K is totally bound, there exist {ygl), - y](\}l)} c K such that

N1
Ty=Kc| D", 1).

One of these D(y; (1) ,1)’s must contain infinitely many x;’s; that is, 31 < ¢; < N; such
that #{k € N}:L’k eD y(l) 1) } = . Define T} = K n D(yél) 1). Then T is also
totally bounded by Proposition 3.16, so there exist {yl o ,yN2} < T} such that

T, < N (2 1
1= UD
i=1

Suppose that #{k € N}xk € D(yé ,7)} = oo for some 1 < fy < N,. Define Ty, =

1
Ty N D(yéQ), ) We continue this process, and obtain that for all n € N,

1) 3 {ygn)’ e ,y%f} < T,,_1 such that

Y 1
T,ac| D", -
=1

62



(2) T, =Th 10 D(ylg:), %), where 1 < /,, < N,, is chosen so that

#{keN|zye Dy, =)} =, (3.1.2)

n

Pick an ky € {k € N|zy € D(y”, 1)}, and k; € {k € N|zx € D(y¥, 1)} such that
7]
kj > k;—; for all j > 2. We note such k; always exists because of (3.1.2). Then

{xk]. }]Oil is a subsequence of {z;}}2,, and z, € T; € K for all j € N.

Claim: {xkj }Oo

i=1 is a Cauchy sequence.

Proof of claim: Let € > 0 be given, and N > 0 be large enough so that % < % Since

if 7 > N, we must have x;;, € D (ygj), —N), we conclude that if n,m > N, by triangle
inequality
(N) (N) 1 1
d<xkn’mkm) < d(xknvyéN ) + d(kaaygN ) <=+ =<e.

N N

Since (K, d) is complete, the Cauchy sequence {a:kj}j,o:l converges to a point in K.

“2=1": Let {L{a}ael be an open cover of K.
Claim: there exists r > 0 such that for each x € K, D(z,r) < U, for some a € I.

Proof of claim: Suppose the contrary that for all £ > 0, there exists x; € K such
1

that D(xk, 7) & U, for all @ € I. Then {zx}2, is a sequence in K; thus by the
k ee]

assumption of sequential compactness, there exists a subsequence {xkj }j:1 converging

in K. Suppose that z, — x as j — 00, and x € Ug for some 3 € I. Then

(1) there is r > 0 such that D(z,r) < Uz since Up is open.

2) there exists N > 0 such that d(zy,,z) < " for all j > N.
J 2

L ) € D(z,r) = Us, a contradiction.

Choose j = N such that ki < g Then D(xkj, .
J

J

N

By Lemma 3.18, there exists {z1, -+ ,2ny} € K such that K < |J D(z;,r). For each
i=1

1 < i < N, the claim above implies that there exists a; € I such that D(x;,r) S U,,.

N N
Then | J D(x;,r) € |J Ua, which suggests that
=1 i=1 N
K c UUai ) O
i=1
Remark 3.20.
1. The equivalency between 1 and 2 is sometimes called the Bolzano-Weistrass Theorem.

2. A number r > 0 satisfying the claim in the step “2 = 1” is called a Lebesgue number
for the cover {Ua}ae ;- The supremum of all such r is called the Lebesgue number
for the cover {Z/{a}ae e
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Alternative Proof of Theorem 3.19. In this proof we show that 1 = 2 = 3 = 1 to conclude

the theorem.

“1 = 2”7: Assume the contrary that K is not sequentially compact. Then there is a se-
quence {z;}?; < K that does not have a convergent subsequence with a limit in K.

Therefore, for each x € K, there exists ¢, > 0 such that
#{k e N|z, e D(z,8,)} <

for otherwise x is a cluster point of {x)};2 ; so Proposition 2.72 guarantees the existence
of a subsequence of {z;};", converging to x. Since {D(x, 5:5)}366[( is an open cover of

K, by the compactness of K there exists {y;, - ,yn} S K such that

N
{mhi € K < | D(wi.6,)
i=1

while this is impossible since #{k eN ‘ Tk € D(yl-, (5%)} <o foralli=1,---N.

“2 = 3”: By Lemma 3.18, it suffices to show that (K, d) is complete. Let {zx}>; < K be
a Cauchy sequence. By sequential compactness of K, there is a subsequence {xkj };OZI
converging to a point z € K. By Proposition 2.80, {z}}72, also converges to z; thus

every Cauchy sequence in (K, d) converges to a point in K.

“3 = 17: We first prove the following

Claim: If {V,}aer is an open cover of a totally bounded set A such that there is no
finite subcover, then for all » > 0, there exists z € A such that A n D(x,r) does not

admit a finite subcover.

Proof of claim: Let r > 0 be given. Since A is totally bounded, by Proposition 3.17
there exists {aq, -+ ,an} S A such that A < U D(aj,r). If for each j = 1,--- , N,

A n D(a;,r) can be covered by finitely many V s, then A itself can be covered by
finitely many V,’s, a contradiction. Therefore, at least one AnD(a;,r) does not admit

a finite subcover.

Now assume the contrary that there exists an open cover {U,}ae; of K such that
there is no finite subcover. Let ¢, = 27". Since K is totally bounded, by the claim
there exists x; € K such that K n D(x1,e1) which does not admit a finite subcover.
By Proposition 3.16, K n D(z,e1) is totally bounded, so there must be an x5 €
K n D(xy,e1) such that K n D(x1,e1) n D(xg,e5) cannot be covered by the union
of finitely many U,. We continuous this process, and obtain a sequence {z;}; such
that

k
(1) zxe1 € K 0 () D(x;,e;) (which implies that d(zgy1, 1) < €);
i=1
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k

(2) K n () D(z;,¢;) cannot be covered by the union of finitely many U,.
i=1

Then similar to Example 1.100, we find that {z;}{2, is a Cauchy sequence in (K, d).

By the completeness of K, x;, — x as k — oo for some z € K.

Since {U,}aer is an open cover of K, x € Ug for some f € I. Since Uz is open,
3r > 0 such that D(x,r) < Ugz. For this particular r, there exists N > 0 such that
d(zy, ) < g Therefore, if £ > N such that ¢, < g,

D(xy,ex) € D(z,1) S Up

which contradicts to (2). o

Example 3.21. Let (M, d) be a metric space, and {xj};~; be a convergent sequence with

limit z. Let A = {xy, 29, ---} U {z}. Then A is compact.

Definition 3.22. Let (M, d) be a metric space. A subset A € M is called pre-compact
if A is compact. Let &/ < M be an open set, a subset A of U is said to be compactly
contained in U, denoted by AccU, if A is pre-compact and A < U.

Example 3.23. Let (M, d) be a complete metric space, and A € M be totally bounded.
Then A is compact. In other words, in a complete metric space, totally bounded sets are
pre-compact.

(Hint: Use the total boundedness equivalence to show compactness.)

Definition 3.24. Let (M,d) be a metric space, and A < M. A collection of closed sets
{F,}aer is said to have the finite intersection property for the set A if the intersection
of any finite number of F,, with A is non-empty; that is, {F,},ec; has the finite intersection
property for A if

An () Fa# @ forall J<Tand #J < .

aeJ

Theorem 3.25. Let (M,d) be a metric space, and K < M. The K is compact if and only
if every collection of closed sets with the finite intersection property for K has non-empty

intersection with K; that is,

K n ﬂ F, # & for all {F,}aer having the finite intersection property for K.

ael

Proof. It can be proved by contradiction, and is left as an exercise. =
Example 3.26. Let A = (0,1) € R, and K; = [— l,l}. Take K;,, Kj,,--- , Kj,, where
J

n 0
j1 < ja <+ <jn Then N K;, nA= [—1,&} n (0,1) # &. However z € (| K; <
/=1 In j=1
ee}

a0
-1<z< j for all j € N. So (| K; = [-1,0]; thus () K; n A = &. Therefore, (0,1) is not
j=1 j=1

compact.
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Example 3.27. Let X be the collection of all bounded real sequences; that is,
X = {{z1};2, = R|for some M > 0, |x)| < M for all k}.

The number sup |z;| = sup{|z1], |22], -, |zx|, -+ } < o0 is denoted by |{z)}2,[. For exam-
1

=
1k
ple, if x5 = (;), then [{zx};,| = 1. Then (X, |- ) is a complete normed space (left as

an exercise). Define

1
A= {{xk}lzoﬂ e X } |2k | < %}7
B = {{ﬁk},zozl EX}JI]C —0ask — OO},
C = {{zx}2, € X | the sequence {x;};2, converges},

D = {{zx};2, € X | sup|zx| =1} (the unit sphere in (X, || - [)).
k=1

The closedness of A (which implies the completeness of (A4, | -||)) is left as an exercise. We
show that A is totally bounded.
Let » > 0 be given. Then 4N > 0 3 % < r. Define

i1 i2 IN-1
E = {{xk}le‘xlz e T RRE2 A Sl for some
i iy = —N,~N+1,--- ,N—1N, andxkzoifk:>N+1}.
Then

1. #E < oo. In fact, #F = 2N + 1)V! < 0.
1
2. A< U D({xk}liozv N) < U D({xk}/zo:l: T)-
{xk}koozleE {Jik}km:lEE

Therefore, A is totally bounded.
On the other hand, B and C are not compact since they are not bounded; thus not
totally bounded by Proposition 3.13. D is bounded but not totally bounded. In fact, D

1
cannot be covered by the union of finitely many balls with radius 5 since each ball with

e¢]
radius % contains at most one of the points from the subset {{xgk)}jo_l} < D, where for
=) k=1
each k
{x§k) ?.;1 :{07 707 1707}7
———

(k—1) terms

that is, x§-k) = Oy, the kronecker delta.

3.1.1 The Heine-Borel theorem

Theorem 3.28. In the Euclidean space (R",| - |2), a subset K is compact if and only if it

1s closed and bounded.
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Proof. By Proposition 3.13 and Theorem 3.19, it is clear that K is closed and bounded if
K is compact (in any metric space). It remains to show the direction “<=”. Nevertheless,
by Theorem 2.82 closed subsets of a complete metric space must be complete, so it suffices
to show that a bounded set in (R™, | - |2) is totally bounded.

Let 7 > 0 be given. By the boundedness of K, for some M > 0 we have |z]|, < M for

all x € K; thus K < [-M, M]". Choose N > 0 so that \/HNM < r, and define

E:{(Miilj._,7Mz’n)‘@'1,i2,...,ine{—N,_N+1,...’N_LN}}

N N
Then #F = (2N + 1)" < o0, and
Kc[-MM]"c | ] D(,r). o
ocE
Alternative Proof of “<7. Let {x)}{_, < K be a sequence. Since K < R", we can write
T = (a:,gl),x,(CQ),--- ,wfc")) e R". Since K is bounded, then all the sequence {x )}k 1

Jj = 1,2,---  n, are bounded; that is, —M; < :L‘](C) < M; for all k € N. Applying the

Bolzano-Weierstrass property (Theorem 1.95) to the sequence {x,(cl)}kOO 1, We obtain a se-
(20} with 2
quence ;. }j=1 wit Ty,

converges, say x,(ji —y@ as £ - 0.

— yM as j — . Now {x(z) , has a subsequence {xk }g L

Continuing in this way, we obtain a subsequence of {zy};~; that converges to y =
(yM, 4@, ...y, Since K is close, y € K; thus K is sequentially compact which is

equivalent to the compactness of K. =

Corollary 3.29. A bounded set A in the Fuclidean space (R",| - |2) is pre-compact. In
particular, if {vx}, is a bounded sequence in R", there exists a convergent subsequence

{rk } (the sentence in blue color is again called the Bolzano- Weierstrass theorem).
Example 3.30. Let A = {0} u {1, o -+ }. Then A is compact in (R, |- |).

1
n
Example 3.31. Let A =[0,1] u (2,3] < (R, |- |). Since A is not closed, A is not compact.

3.1.2 The nested set property

Theorem 3.32. Let {K,}2, be a sequence of non-empty compact sets in a metric space
o0

(M,d) such that K, = K,11 for all n € N. Then there is at least one point in (| K,; that
n=1

18,

o0
(K. =@
n=1

[0 0] o] o]
Proof. Assume the contrary that (| K, = &. Then (J K = ( N Kn)C = M. Since K{
=1 n=1 n=1

is an open cover of Ki; thus by compactness of Ky, there exists J < N,

Kic | JKS = ([ Ka)'

neJ neJ

is open, {Kg}:‘;l
#.J < oo such that
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Therefore, K; n [ K, = & which implies that K.x; = &, a contradiction. o

neJ

Alternative Proof. By assumption, { K, }*_, has the finite intersection property for K;. Since

K is compact, by Theorem 3.25,

KlmﬁKn;é@. o

n=2
Corollary 3.33. Let {Uy};2, be a collection of open sets in a metric space (M,d) such that
a0
U, € Uy for all k € N and Z/I,E is compact. Then | ) Uy, # M.
k=1

Proof. This is proved by letting K,, = U¢, and applying Theorem 3.32. =

Remark 3.34. If the compactness is removed from the condition, then the intersection

might be empty. Suppose that the metric space under consideration is (R, |- |).
o 1 : .
1. If the closedness condition is removed, then U}, = (0, E) has empty intersection.

2. If the boundedness condition is removed, then Fj, = [k, c0) has empty intersection.

3.2 Connectedness (i |+)

Definition 3.35. Let (M, d) be a metric space, and A < M. Two non-empty open sets U

and V are said to separate A if
. AnUNY =T; 2. AnlU # I ; 3.ANV # I, 4. AcUUV.

We say that A is disconnected or separated if such separation exists, and A is connected

if no such separation exists.

Proposition 3.36. Let (M,d) be a metric space. A subset A = M is disconnected if and
only if A=Ay U Ay with Ay n Ay = Ay 0 Ay = F for some non-empty Ay and As.

Proof. “=" Suppose that there exist ¢, )V non-empty open sets such that 1-4 in Definition
3.35 hold. Let Ay = Anl and Ay, = AnV. By 1, A; € V' thus by the definition of
the closure of sets, A; < V°. This implies that A; N Ay = ¢F. Similarly, A, N A, = &.

“<="Let U = 215 and V = /_1% be two open sets. Then V n A1 =U n Ay = F; thus
AmUmV:(AluAg)mMﬂV:(AlmU)mVZUm(AlmV):@.
Moreover, 2-4 in Definition 3.35 also hold since A; € U and A, < V. =

Corollary 3.37. Let (M,d) be a metric space. Suppose that a subset A = M is connected,
and A= A; U Ay, where Ay n Ay = Ay n Ay = . Then A; or As is empty.

Theorem 3.38. A subset A of the Fuclidean space (R, |- |) is connected if and only if it
has the property that if x,y € A and x < z <y, then z € A.
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Proof. “=" Suppose that there exist xr,y e A, x < z <y but z¢ A. Then A = A; U A,,

where

Ay =An(—0,z) and Ay =An(2,0).

Since x € Ay and y € Ay, A; and A, are non-empty. Moreover, AjnAy = AjnAy = o

thus by Proposition 3.36, A is disconnected, a contradiction.

“<” Suppose that A is not connected. Then there exist non-empty sets A; and Ay such
that A = Al U A2 with /_11 M A2 = Al N /_12 = @ Pick z € Al and VRS AQ. WLOG,
we may assume that z < y. Define z = sup(4; N [z,y]) .

Claim: z € A;.

Proof of claim: By definition, for any n > 0 there exists z,, € A; N [z,y] such that

1 D1 . -
z — — <z, < z. Therefore, x,, — z as n — o which implies that z € A;.
n

Since z € Ay, z ¢ Ay. In particular, z < z < y.
(a) If 2 ¢ Ay, then z < z <y and z ¢ A, a contradiction.

(b) If z € Ay, then z ¢ Ay; thus 3r > 0 such that (z —r,z +r) < AS. Then for
all 21 € (z,z+71), 2 <z <yand z; ¢ Ay. Thenz < z; <yand z; ¢ A, a

contradiction. 5

3.3 Subspace Topology

Let (M, d) be a metric space, and N € M be a subset. Then (N, d) is a metric space, and
the topology of (IV,d) is called the subspace topology of (N, d).

Remark 3.39. The topology of a metric is the collection of all open sets of that metric

space.

Proposition 3.40. Let (M,d) be a metric space, and N < M. A subsetV < N is open in
(N,d) if and only if V =U n N for some open set U in (M, d).

Proof. “=7" Let V < N be open in (N,d). Then Vz € V, 3r, > 0 such that
Dy(z,r,) = {y eN ‘ d(z,y) < rx} c V.

In particular, V = | J Dn(z,r,). Note that Dy(z,7) = D(z,7) n N; thus if U =
eV

U D(z, ), then U is open in (M, d), and

eV

V:UD(w,rx)mN:Z/{mN.
xeV
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“«<" Suppose that V =U n N for some open set U in (M,d). Let x € V. Then x € U; thus
37 > 0 such that D(z,r) € U. Therefore,

Dy(z,r) = {yeN‘d(:z:,y) <r}=D(@r)nNcUnNN=YV;
hence V is open in (N, d). o

Corollary 3.41. Let (M,d) be a metric space, and N < M. Let (M,d) be a metric space,
and N € M. A subset E < N is closed in (N, d) if and only if E = F n N for some closed
set F'in (M, d).

Definition 3.42. Let (M,d) be a metric space, and N < M. A subset A is said to be
open open
closed relative to N if An N is closed in the metric space (NN, d).

compact compact

Theorem 3.43. Let (M,d) be a metric space, and K =€ N < M. Then K is compact in
(M, d) if and only if K is compact in (N,d).

Proof. “=" Let {V,}aer be an open cover of K in (N,d). By Proposition 3.40, there are
open sets U, in (M,d) such that V, = U, n N for all @ € I. Then {U,}.e; is also an
open cover of K; thus possesses a finite subcover; that is, 3J < I, #J < o such that
K < |J U, which, together with the fact that K < N, implies that

Kg(Uua>mN:U(Z/{amN):UVa.

aeJ aeJ aeJ

“<" Let {Uy}aer be an open cover of K in (M,d). Letting V, = U, n N, by Proposition
3.40 we find that {V,}aes is an open cover of K in (N,d). Since K is compact in
(N,d), there exists J < I, #J < oo such that K < ] V,; thus

aed

KQUUQ. o

Remark 3.44. Another way to look at Theorem 3.43 is using the sequential compactness
equivalence. Let {z;}}2, € K be a sequence. By sequential compactness of K in either
(M,d) or (N,d), there exists {xy, };il
the metric d used in different space are identical, the concept of convergence of a sequence

and z € K such that x;;, — z as j — c0. As long as

are the same; thus compactness in (M, d) or (N, d) are the same.

Example 3.45. Let (M,d) be (R,|-|), and N = Q. Consider the set F' = [0,1] n Q. By
Corollary 3.41 F is closed in (Q, |- |). However, F' is not compact in (Q, | - |) since F' is not
complete. We can also apply Theorem 3.43 to see this: if ' € Q is compact in (Q,]|-|),

then F' is compact in (R, |- |) which is clearly not the case since F' is not closed in (R, |- |).
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Remark 3.46. Let (M,d) be a metric space. By Proposition 3.36 a subset A < M is
disconnected if and only if there exist two subsets Uy, Us of A, open relative to A, such that
A=U Ul and Uy Uy, = & (one choice of (Uy,Us) is Uy = A\A; and Uy = A\ Ay, where
Ay and A, are given by Proposition 3.36). Note that U; and U, are also closed relative to
A.

Given the observation above, if A is a connected set and E is a subset of A such that FE
is closed and open relative to A, then ' = ¢§ or E = A.
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Chapter 4

Continuous Maps

4.1 Continuity

Definition 4.1. Let (M, d) and (N, p) be two metric spaces, A< M and f: A— N be a

map. For a given zg € A’, we say that b€ N is the limit of f at z(, written

lim f(x)=0b or f(x)—>basz— xg,

T—T0

if for every sequence {z;}i2, = A\{zo} converging to x, the sequence { f (xk)}zo:l converges
to b.

Proposition 4.2. Let (M,d) and (N, p) be two metric spaces, A< M and f: A— N be a
map. Then lim f(x) = b if and only if
T—T0

Ve> 0,30 =0d(zg,e) >03p(f(z),b) < e whenever 0 < d(z,xy) <9 and x € A.

Proof. “=7 Assume the contrary that 3¢ > 0 such that for all § > 0, there exists x5 € A
with
0 <d(zs,mg) <0 and p(f(xs),b) = €.

In particular, letting § = %, we can find {x;}}2, < A\{zo} such that
1
0 < d(zk,20) <7 and p(f(zk),b) = €.
Then x — x¢ as k — oo but f(x) - b as k — o0, a contradiction.

“<" Let {xr}2, < A\{zo} be such that z;, — x¢ as k — o0, and € > 0 be given. By

assumption,
36 = d(xo,e) > 03 p(f(x),b) < e whenever 0 < d(z,z9) <0 and z € A.
Since xp — xg as k — 00, IN > 0 3 d(xy, x9) < 0 if k = N. Therefore,
p(f(xg),b) <e Yk=N

which suggests that klim f(zg) = 0. o
—0
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Remark 4.3. Let (M,d) = (N,p) = (R,|-]), A = (a,b), and f : A — N. We write
lim+ f(z) and lir?_ f(z) for the limit lim f(z) and 1in11) f(z), respectively, if the later exist.

Following this notation, we have

lim f(z)=L<Ve>0,30>03|f(x)—L|<eif0<z—a<dandz e (a,b),

z—a™t

lim f(x)=L<Ve>0,3d>03|f(z) - L|<eif0<b—z <0 and z € (a,b).

r—b—

Definition 4.4. Let (M,d) and (N, p) be two metric spaces, A € M, and f : A - N

be a map. For a given xy € A, f is said to be continuous at z if either xy € A\A’ or

lim f(@) = f(ao).

R’n — RTL
Example 4.5. The identity map f : is continuous at each point of R™.

xr — T

Example 4.6. The function f : (0,0) — R defined by f(z) = L is continuous at each
x
point of (0, ).

Proposition 4.7. Let (M,d) and (N, p) be two metric spaces, A< M, and f: A — N be

a map. Then f is continuous at xg € A if and only if
Ve> 0,30 =0d(xo,e) > 03 p(f(z), f(xo)) < & whenever x € D(xy,d) N A.
Proof. Case 1: If x5 € A’, then f is continuous at xq if and only if
Ve > 0,30 =d(xo,e) > 03 p(f(x), f(xg)) < € whenever z € D(xq,d) n A\{xo} .
Since p(f(xo), f(z0)) = 0 < &, we find that the statement above is equivalent to that

Ve> 0,30 =0d(xo,e) > 03 p(f(x), f(xo)) < e whenever x € D(xy,d) n A.

Case 2: Let e A\A".

“=" then 34 > 0 such that D(xg,d) n A = {xo}. Therefore, for this particular §, we

must have

p(f(x), f(xo)) =0 < e whenever z € D(xp,0) N A.

“<" We note that if xg € A\ A’, f is defined to be continuous at xy. In other words,

f is continuous at each isolated point. =

Remark 4.8. We remark here that Proposition 4.7 suggests that f is continuous at xg € A
if and only if
Ve>0,36 >053 f(D(zo,6) n A) < D(f(x0),¢).

73



f(D(o,5)nA)

Remark 4.9. In general the number § in Proposition 4.7 also depends on the function f.
For a function f : A — R which is continuous at xy € A, let §(f, zo,&) denote the largest
§ > 0 such that if z € D(zy,0) n A, then p(f(z), f(z)) < e. In other words,

5(f,o,e) =sup {6 > 0|p(f(z), f(w)) < e if z € D(xg,0) N A}.

This number provides another way for the understanding of the uniform continuity (in
Section 4.5) and the equi-continuity (in Section 5.5). See Remark 4.51 and Remark 5.54 for
further details.

Definition 4.10. Let (M,d) and (N, p) be metric spaces, and A < M. Amap f: A—> N

is said to be continuous on the set B € A if f is continuous at each point of B.

Theorem 4.11. Let (M,d) and (N, p) be metric spaces, A< M, and f: A — N be a map.

Then the following assertions are equivalent:

1. f is continuous on A.

2. For each open setV < N, f~1(V) < A is open relative to A; that is, [7*(V)=Un A

for some U open in M.

3. For each closed set E < N, f~Y(E) < A is closed relative to A; that is, f*(E) = FnA

for some F closed in M.

Proof. 1t should be clear that 2 < 3 (left as an exercise); thus we show that 1 < 2. Before
proceeding, we recall that B < f~!(f(B)) for all B< A and f(f~'(B)) < B for all B< N.

“l = 2" Let a € f~'(V). Then f(a) € V. Since V is open in (N, p), I > 0 such that
D(f(a),ef@)) S V. By continuity of f (and Remark 4.8), there exists 6, > 0 such that

f(D(a,82) 0 A) = D(f(a).5)
Therefore, by Proposition 0.15, for each a € f~1(V), 34, > 0 such that
D(a,8,) n A< f7H(f(D(a,00) nA)) < fH(D(f(a),epw)) = FH(V).  (4.1.1)
Let Y = |J Dl(a,d,). Then U is open (since it is the union of arbitrarily many

aef~t(V)
open balls), and
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(a) U 2 f~1(V) since U contains every center of balls whose union forms U;

D) UnAc f~HV) by (4.1.1).
Therefore, U n A = f~1(V).

“2=1" Let a€ A and € > 0 be given. Define V = D(f(a),e). By assumption there exists
U open in (M,d) such that f~1(V) =U n A. Since a € f~1(V), a € U; thus by the
openness of U, 3§ > 0 such that D(a,d) € U. Therefore, by Proposition 0.15 we have

f(D(a,0) nA) < fUn A) = f(f'(V)) €V = D(f(a),e)

which suggests that f is continuous at a for all a € A; thus f is continuous on A. o

Example 4.12. Let f : R — R™ be continuous. Then {z € R"| | f(z)|2 < 1} is open since

{reR"[|f(2)]. <1} = f71(D(0,1)).

Remark 4.13. For a function f of two variable or more, it is important to distinguish the
continuity of f and the continuity in each variable (by holding all other variables fixed). For
example, let f : R?> — R be defined by

1 if either x =0 or y = 0,

f(x’y):{o if 2 #0and y # 0.

Observe that f(0,0) = 1, but f is not continuous at (0,0). In fact, for any 6 > 0, f(z,y) =0
for infinitely many values of (z,y) € D((0,0),0); that is, |f(z,y) — f(0,0)] = 1 for such
values. However if we consider the function g(x) = f(x,0) = 1 or the function h(y) =

f(0,y) = 1, then g, h are continuous. Note also that ( l)lrr% )f(x,y) does not exists but
z,y)—(0,0

lim(lim f(z,y)) = lim 0 = 0.

z—0 y—0 z—0

4.2 Operations on Continuous Maps

Definition 4.14. Let (M, d) be a metric space, (V,||-|) be a (real) normed space, A < M,
and f,g : A — V be maps, h : A — R be a function. The maps f + g, f — ¢ and hf,
mapping from A to V, are defined by

The map % : A\{x € A|h(z) =0} — V is defined by

(%)(33):% Vee A\{ze A|h(x) =0}.

5



Proposition 4.15. Let (M,d) be a metric space, (V,|-|) be a (real) normed space, A < M,
and f,g: A —V be maps, h : A — R be a function. Suppose that xy € A’, and lim f(z) = a,

T—T0

lim g(x) =0, lim h(z) =c. Then
T—x0

lim (f +g)(z) = a+0,
T—T(
lim (f —g)(x) =a—0b,
lim (hf)(x) = ca,
im (D)= ieso

Corollary 4.16. Let (M, d) be a metric space, (V,| - |) be a (real) normed space, A < M,
and f,g: A—V be maps, h: A — R be a function. Suppose that f,qg, h are continuous at
xo € A. Then the maps f + g, f — g and hf are continuous at xqy, and 5 s continuous at

xo if h(xg) # 0.

Corollary 4.17. Let (M, d) be a metric space, (V,| - |) be a (real) normed space, A < M,
and f,g: A —V be continuous maps, h : A — R be a continuous function. Then the maps

f+g, f—g and hf are continuous on A, and % is continuous on A\{x € A|h(x) = 0}.

Definition 4.18. Let (M,d), (N,p) and (P,r) be metric space, A < M, B < N, and
f:A— N,g:B — P bemaps such that f(A) € B. The composite function go f: A — P
is the map defined by

(go f)x)=g(f(z)) VzeA.

v

Figure 4.1: The composition of functions

Theorem 4.19. Let (M,d), (N,p) and (P,r) be metric space, A < M, B < N, and
f:A— N, g: B — P be maps such that f(A) < B. Suppose that f is continuous at xy,
and g is continuous at f(xo). Then the composite function go f : A — P is continuous at

Zg-
Proof. Let ¢ > 0 be given. Since g is continuous at f(x), 37 > 0 such that
g(D(f(x0),7) " B) < D((g o f)(l’o)ﬁ) .
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Since f is continuous at g, 36 > 0 such that
F(D(x0,0) n A) = D(f(w0),7) -
Since f(A) € B, f(D(xo,8) n A) < D(f(xo),r) N B; thus
(90 /)(D(wo,8) N A) € g(D(f(wo),7) n B) < D((g o f)(o),e) -

Corollary 4.20. Let (M,d), (N,p) and (P,r) be metric space, A < M, B < N, and
f:A— N,g:B — P be continuous maps such that f(A) < B. Then the composite

function go f : A — P is continuous on A.

Alternative Proof of Corollary 4.20. Let W be an open set in (P,r). By Theorem 4.11,
there exists V open in (N, p) such that g7*(W) = V n B. Since V is open in (N, p), by
Theorem 4.11 again there exists U open in (M, d) such that f~*(V) =U n A. Then

(go /)W) =fgo W) = VnaB)=f(V)nf(B)=UnAn f1(B),
while the fact that f(A) € B further suggests that
(go /) OV) U A.

Therefore, by Theorem 4.11 we find that (g o f) is continuous on A. o

4.3 Images of Compact Sets under Continuous Maps

Theorem 4.21. Let (M,d) and (N, p) be metric spaces, A < M, and f : A — N be a

continuous map.
1. If K < A is compact, then f(K) is compact in (N, p).

2. Moreover, if (N,p) = (R, |- |), then there exist xy,x1 € K such that
f(zo) =inf f(K) =inf{f(z)|z e K} and f(z1)=supf(K)=sup{f(z)|ze K}.

Proof. 1. Let {V,}aer be an open cover of f(K). Since V, is open, by Theorem 4.11 there
exists U, open in (M,d) such that f~'(V,) =U, n A. Since f(K) < |J Va,

ael

K)o =anJu

I a€el

Q
m

which implies that {U,}aes is an open cover of K. Therefore,

el #]<wsKcAn| U= Va);

aeJ aed

thus f(K) = U f(f7'(Va)) = U Ve

aeJ aeJ
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2. By 1, f(K) is compact; thus sequentially compact. Corollary 3.5 then implies that
inf f(K) € f(K) and sup f(K) € f(K). o

Alternative Proof of Part 1. Let {y,}>_, be asequence in f(K). Then there exists {z,}> , <
K such that y, = f(x,). Since K is sequentially compact, there exists a convergent subse-
quence {x,, }>; with limit z € K. Let y = f(z) € f(K). By the continuity of f,

Iim p(yn,, y) = lim p(f(zn,), f(2)) =0
which implies that the sequence {ynk }Zozl converges to y € f(K). Therefore, f(K) is sequen-

tially compact. =

Corollary 4.22 (The Extreme Value Theorem (#&i& 32 ) ). Let f : [a,b] — R be contin-
uous. Then f attains its maximum and minimum in |a,b]; that is, there are xy € |a,b] and
x1 € [a,b] such that

f(zo) =inf{f(z)|z € [a,b]} and f(z1)=sup{f(z)|z€[a,b]}. (4.3.1)

Proof. The Heine-Borel Theorem suggests that [a,b] is a compact set in R; thus Theorem
4.21 implies that f([a,b]) must be compact in R. By the Heine-Borel Theorem again f([a, b])

is closed and bounded, so

inf f([a,b]) € f([a,b]) and sup f([a,b]) € f([a,b])
which further imply (4.3.1). o

Remark 4.23. If f attains its maximum (or minimum) on a set B, we use max { f(z) |z €
B} (or min{f(z)|z € B}) to denote sup { f(z)|z € B} (or inf{f(z) |z € B}). Therefore,

(4.3.1) can be rewritten as

f(zo) =min{f(z)|z € [a,b]} and f(z1)=max{f(z)|x € [a,b]}.

Example 4.24. Two norms | - | and || - || on a real vector space V are called equivalent if

there are positive constants C'; and C5 such that
Cilz] < |lzf| < Cofz]|  VzeV.

We note that equivalent norms on a vector space V induce the same topology; that is, if | - |
and || - || are equivalent norms on V, then U is open in the normed space (V,| - |) if and
only if U is open in the normed space (V, || - ||). In fact, let & be an open set in (V,| - |).

Then for any x € U, there exists r > 0 such that
D”,H<£L',7”) = {ye V’ Hx_yH < T‘} cu.

Let § = Cyr. Then if z € Dy(z,6) = {y € V| |z — y|| <},

1 1
o=z < olle—2ll < & - Cor =
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which implies that Dy (z,6) < Dy(z,r) < U. Therefore, U is open in (V, || - ||). Similarly,
if i isopenin (V, || - ||), then the inequality ||z|| < Cs|z| suggests that U is open in (V, |-||).
Claim: Any two norms on R" are equivalent.

Proof of claim: Tt suffices to show that any norm | - || on R™ is equivalent to the two-norm
|- |2 (check). Let {ex};_; be the standard basis of R"; that is,

Ek:(()’--' 7071707'“ 70)
——
(k — 1) zeros

=1
norms and the Cauchy-Schwartz inequality,

| < D2 lzalllesl < 2y | Y leill®; (4.3.2)
=1 =1

thus letting Cy = 4/ >, |le;||* we have |z| < Cy|z]s.
i=1
On the other hand, define f : R® — R by

Every x € R"™ can be written as x = >, x;¢;, and |z]s = 4 /D] |z;|/>. By the definition of
= =1

) = ol = | Y]

Because of (4.3.2), f is continuous on R™. In fact, for x,y € R",

[f(@) = f@)] = [l=] = Iyl] < |z =yl < Caflz =yl

which guarantees the continuity of f on R". Let S"~! = {z € R"||z|, = 1}. Then S" ' is a
compact set in (R”, | - [|2) (since it is closed and bounded); thus by Theorem 4.21 f attains

its minimum on S"~! at some point a = (ay, - - - , a,). Moreover, f(a) > 0 (since if f(a) = 0,
a=0¢S" ). Then for all z € R, ﬁ e S !; thus
P
T
f(m) = f(a).

The inequality above further implies that f(a)|z|2 < f(x) = |z||; thus letting C; = f(a) we

have C1|z|s < |z|.
Remark 4.25.

1. Let f: R — R be defined by f(xz) = 0. Then f is continuous. Note that {0} < R is
compact (- closed and bounded), but f~*({0}) = R is not compact.

2. Let f: R — R be defined by f(x) = z®. Then f is continuous. Note that C' = {1} is
connected, but f~*(C) = {1, —1} is not connected.

Remark 4.26.
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1. If K is not compact, then Theorem 4.21 is not true. Consider the following counter
example: K = (0,1), f : K — R defined by f(z) = L Then f(K) is unbounded.
T

2. If f is not continuous, then Theorem 4.21 is not true either.
(a) Counter example 1: f: K = [0,1] — R defined by

1 if x # 0,
flx,y) =1 =
0 ifz=0.

Then f(K) is unbounded = #z, € K 3 f(z;) = sup f(K).

(b) Counter example 2: f:[0,1] — R by

x ifx#1,
f(””’y):{ 0 ife=1

Then there is no z; € [0, 1] such that f(z;) = sup f(z) = 1.
z€[0,1]

Example 4.27 (An example show that xg,z; in Theorem 4.21 are not unique). Let f :
[—2,2] — R be defined by f(x) = (z? — 1)

1. Critical point: f'(z) =2(z*-1)-2r =0< 2 =0, +1.
2. Comparison: f(0) =1, f(1) = f(-1) =0, f(2) = f(—=2) = 9. Then

J@)=f(-2)= sup fa) and f(1)=f(~1)= inf_[(x).

z€[—2,2] z€[—2,2]

Corollary 4.28. Let (M,d) be a metric space, K < M be a compact set, and f : K — R

be continuous. Then the set
{x e K ‘ f(x) is the maximum of f on K}
15 a non-empty compact set.
Proof. Let M = sup f(K). Then the set defined above is f~*({M}), and
1. f~1({M}) is non-empty by Theorem 4.21;
2. f71({M}) is closed since {M} is a closed set in (R,]|-|) and f is continuous on K.

Lemma 3.11 suggests that f~!({M}) is compact. o

80



4.4 Images of Connected and Path Connected Sets un-
der Continuous Maps

Definition 4.29. Let (M,d) be a metric space. A subset A < M is said to be path

connected if for every x,y € A, there exists a continuous map ¢ : [0,1] — A such that

©(0) =z and ¢(1) = y.

Figure 4.2: Path connected sets

Example 4.30. A set A in a vector space V is called convex if for all z,y € A, the line
segment joining x and y, denoted by Ty, lies in A. Then a convex set in a normed space is

path connected. In fact, for z,y € A, define p(t) =ty + (1 — t)z. Then
Lo@:[0,1] =7y < A 0(0) =z, o(1) = y;

2. ¢ :[0,1] — A is continuous.

TY = 90([0’ 1])

Figure 4.3: Convex sets

Example 4.31. A set S in a vector space V is called star-shaped if there exists p € S
such that for any ¢ € S, the line segment joining p and ¢ lies in S. A star-shaped set in a

normed space is path connected. In fact, for x,y € S, define

—_

2tp+ (1—2t)z  ift e [0,

2
(2t —Ly+2—-2t)p ifte[5,1].

]

p(t) =

N

Then
Log:[0,1]>zpupy < S, ¢(0) =z, o(1) = y;
2. ¢ :[0,1] — A is continuous.

Theorem 4.32. Let (M,d) be a metric space, and A < M. If A is path connected, then A

1s connected.
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Proof. Assume the contrary that there are two open sets V; and Vs, such that
L.AVIn Vo=, 2. AnVi#@; 3. AnVe#g; 4. AcViu)s.

Since A is path connected, for x € A n V) and y € A n Vs, there exists ¢ : [0,1] — A such
that ¢(0) = z and ¢(1) = y. By Theorem 4.11, there exist U; and Uy open in (R, | -|) such
that = '(V1) =U; N [0,1] and =1 (Vy) = Uy n [0, 1]. Therefore,

0,1 =¢p " (A) S ' V) v (V) SU .

Since 0 € Uy, 1 € Uy, and [0, 1] nUy nUs = o H(A N V) 0 Vy) = &, we conclude that [0, 1]

is disconnected, a contradiction. =

Example 4.33. Let A = {(x,siné) |z € (0,1]} U ({0} x [-1,1]). Then A is connected in

(R%, | - |2), but A is not path connected.

Theorem 4.34. Let (M,d) and (N, p) be metric spaces, A < M, and f : A — N be a

continuous map.
1. If C < A is connected, then f(C) is compact in (N, p).

2. If C < A is path connected, then f(C') is path connected in (N, p).

Proof. 1. Suppose that there are two open sets V; and Vs, in (IV, p) such that
(a) f(C)nVin Vo= (b) f(C)n V1 # &; (¢) f(C)n Vo # &5 (d) f(C) S ViV,
By Theorem 4.11, there are U; and Us open in (M, d) such that f~*(V;) =U; n A and
[7Y(V) =Uy n A. By (d),
Ccf i foncf*VuftOW)=Uhuvlh)nAcU v,

Moreover, by (a) we find that

Colhh nUpy=Cn(UynA)nUsnA)=Cn fTV) 0 f1(W)
c fﬁl(f(cv N Vl N VQ) =
which implies C' nU; nUs = . Finally, (b) implies that for some x € C, f(z) € V.
Therefore, x € f~1(V)) = Uy n A which suggests that x € U; thus C nU; # .

Similarly, C n Uy # &. Therefore, C' is disconnected which is a contradiction.

2. Let y1,y2 € f(C). Then 321,29 € C such that f(x1) = y; and f(x3) = yo. Since C' is
path connected, 37 : [0, 1] — C such that r is continuous on [0, 1] and r(0) = x; and
r(1) = x9. Let ¢ :[0,1] — f(C) be defined by ¢ = for. By Corollary 4.20 ¢ is
continuous on [0, 1], and ¢(0) = y; and ¢(1) = ys. o

Corollary 4.35 (The Intermediate Value Theorem (* R & %32 ) ). Let f : [a,b] > R be
continuous. If f(a) # f(b), then for all d in between f(a) and f(b), there exists ¢ € (a,b)
such that f(c) = d.
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Proof. The closed interval [a, b] is connected by Theorem 3.38, so Theorem 4.34 implies that
f([a,b]) must be connected in R. By Theorem 3.38 again, if d is in between f(a) and f(b),
then d belongs to f([a,b]). Therefore, for some ¢ € (a,b) we have f(c) = d. o

Example 4.36. Let f : [0,1] — [0, 1] be continuous. Then Jxz¢ € [0, 1] 3 f(z0) = xo.
Proof. Let g(x) =z — f(z). Then
1. g(0)=0o0rg(1)=0=ax9=0or 1.
2. g(0) #0or g(1) # 0= ¢(0) < 0 and g(1) > 0. Since g : [0,1] — R is continuous,
Jxo€[0,1] 2 g(zg) =0=Fz0€(0,1) > f(xg) = xo. o
Remark 4.37. Such an xq in Example 4.36 is called a fixzed-point of f.

Example 4.38. Let f : [1,2] — [0, 3] be continuous, and f(1) = 0 and f(2) = 3. Then
E|ZL‘Q € [1,2] =) f(l'o) = Xg-.

Proof. Let g(x) = — f(x). Then g : [1,2] — R is continuous. Moreover,

thus 3z € (1,2) 3 g(zg) = 0. o

Example 4.39. Let p be a cubic polynomial; that is, p(z) = asz®+ asz* + a1+ ag for some

ap, a1, az € R and ag # 0. Then p has a real root xy (that is, 3x¢ € R such that p(xy) = 0).

Proof. Note that p is obviously continuous and R is connected. Write

_ 3 a2 a1 ao
p(x) = as (1 + asx + asx? + a3x3) '

Now lim %infn>0andﬂ¢O,so

rz—+00 DT

lim (14 2+ 24 D) =1,

&+o0 asr  a3r?  aszd
Moreover,
. 3 0 lf a > 0,
lim azx” = .
T—>00 —o0 ifa < 0.
Suppose that @ > 0. Then lim az® = o0 and lim az® = —0 = I,y e Rap(z) <0 <
r—00 r——00
p(y). By Corollary 4.35 3r € R 3 p(r) = 0. The case that a < 0 is similar. o
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4.5 Uniform Continuity (#2232 %)

Definition 4.40. Let (M,d) and (N, p) be metric spaces, A < M, and f : A — N be
a map. For a set B < A, f is said to be uniformly continuous on B if for any

two sequences {z,}2 , {y,}2; < B with the property that lim d(z,,y,) = 0, one has
n—0oo

lim p(f(xn), f(ya)) = 0.

Proposition 4.41. Let (M,d) and (N, p) be metric spaces, A< M, and f: A — N be a

map. If [ is uniformly continuous on A, then f is continuous on A.

Proof. Let g € A n A’. Then there exists sequence {z;}7, < A such that z; — ¢ as
k — . Let {yx}; be a constant sequence with value z¢; that is, y, = z for all k € N.

Then {yx}72, € A and d(zg, yx) — 0 as k — 0. By the uniform continuity of f on A,

lim p(f(zx), f(w0)) = lim p(f(x), f(yx)) =0
which implies that f is continuous on x. o

Example 4.42. Let f :[0,1] — R be the Dirichlet function; that is,

0 ifreQ,
f<“’>:{ 1 ifreQ,

and B = Q n [0,1]. Then f is continuous nowhere in [0, 1], but f is uniformly continuous
on B. However, the proposition above guarantees that if f is uniformly continuous on A,
then f must be continuous on A (Check why the proof of Proposition 4.41 does not go
through if B is a proper subset of A).

Example 4.43. The function f(z) = |z| is uniformly continuous on R.

Proof. By the triangle inequality,
[f(2) = F@W)] = [le] = lyl| < |z —yl;

thus if {z,}r , and {y,}/°, are sequences in R and lim |z, — y,| = 0, by the Sandwich
n—00
lemma we must have lim |f(z,) — f(y.)| = 0. o
n—o0

Example 4.44. The function f : (0,00) — R defined by f(z) = 1 uniformly continuous
T

on [a, o) for all @ > 0. However, it is not uniformly continuous on (0, o).

Proof. Let {x,}>_, and {y,}>_, be sequences in [a, ) such that lim |z, — y,| = 0. Then
n—a0

1 1 |Z0 — Ynl |Zn — Yn|
) = Pl = |2 = = = 2 as

which implies that f is uniformly continuous on [a,0) if @ > 0. However, by choosing

1
r, = — and y, = —, we find that
n 2n

1
‘In_yn’:% but ’f($n>_f<yn)|:n>l;

thus f cannot be uniformly continuous on (0, o). o
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Remark 4.45. Let (M,d) and (N, p) be metric spaces, A< M, and f: BS A— N be a

map. Then the following four statements are equivalent:

(1) f is not uniformly continuous on B.

(2) 3 {xn}zo:h {yn}%ozl S B> 7}1_{1010 d(xmyn> = 0 and lim sup ,O(f(fn), f(yn)) > 0.

n—00
(3) IH{aabiie, {ymbiiy = B 3 lim d(wn, yn) = 0 and lim p(f(zn), fyn)) > 0.

(4) 3e >03Vn>0,3z,,y, € B and d(zp,yn) < % 5 p(f(zn), flyn)) =€
Example 4.46. Let f: R — R defined by f(z) = z%. Then f is continuous in R but not
1

uniformly continuous on R. Let e =1, z, =n, and y,, = n + o

1
2n
Example 4.47. The function f(z) = sin(z?) is not uniform continuous on R.

1
|f(zn) = flyn)| = 0° = (n+ — ‘z!nQ—n2—1—4—n2‘>1 Vn>0.

Proof. Let e =1, x, = 2ny/m + \F and y, = 2ny/m — \F Then

: 2 7T . 2 ™ ™ . T )
‘sm(x) Slnyn‘—‘sm( 5T e )_Sm<4n7r_§+64n2)‘_2(308@’
thus i in(z2) — sin(y2)| = 1. o
Example 4.48. The function f : (0,1) — R defined by f(z) = sin L is not uniformly

x
continuous.
Proof. Let e =1, z, = (2n7 + E)_l and y, = (2n7 — E)_l. Then
Y n 2 n 2
}simi —Sini‘ =2,
In Yn
. T 1 1
while |z, — y,| = 5 = — < — forallneN. o
An?r2 — T (dnP—pm n

Theorem 4.49. Let (M,d) and (N, p) be metric spaces, A< M, and f : A — N be a map.

For a set B< A, f is uniformly continuous on B if and only if
Ve>0,46>0>3 p(f(:z:),f(y)) < & whenever d(z,y) <6 and x,y € B.

Proof. “<"” Suppose the contrary that f is not uniformly continuous on B. Then there are
two sequences {x,}?°;, {y,}’°; in B such that

gim d(2p,yn) =0 but limsup p(f(zn), f(yn)) > 0.

n—0o0

Let ¢ = = hm sup p(f(xn), f(yn)). Then by the definition of the limit and the limit

n—0o0
superior (or Proposition 1.116) we conclude that there exist subsequences {z,, }7>,

and {yn, }72; such that

p(f (@), fyny)) = limsup p(f(za), f(yn)) —€ =€ >0

n—o0

while klim d(zp,, Yn,) = 0, a contradiction.
—0
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: 1 .
“=7" Suppose the contrary that there exists ¢ > 0 such that for all 6 = — > 0, there exist
n

two points z,, and y, € B such that

d(2p, Yn) < % but  p(f(zn), flyn)) = €.

These points form two sequences {x,}> ;, {y,}_, in B such that lirrOlO d(xp,yn) = 0,

n—

while the limit of p(f(2,), f(ys)), if exists, does not converges to zero as n — o0. As

a consequence, f is not uniformly continuous on B, a contradiction. o

Remark 4.50. The theorem above provides another way (the blue color part) of defining
the uniform continuity of a function over a subset of its domain. Moreover, according to

this alternative definition, if f : A — N is uniformly continuous on B < A, then

6)mB)§D( 6) for some ce N ;

Ve>0,35>05VbeM,f(D(b,§ ¢ 5

that is, the diameter of the image, under f, of subsets of B whose diameter is not greater
than ¢ is not greater thane (& B ® ® /&7 4216 0 e+ G &4 lic f P2 218 » A%
a3 ¥ NE LT € AT €) .

Remark 4.51. In terms of the number 6(f, z,¢) defined in Remark 4.9, the uniform conti-

nuity of a function f: A — N is equivalent to that
5f(€)zin£6(f,m,€)>0 Ve>0.
xe

The function §;(-) is called the inverse of the modulus of continuity of (a uniform

continuous) function f.

Theorem 4.52. Let (M,d) and (N, p) be metric spaces, A< M, and f : A — N be a map.

If K < A is compact and f is continuous on K, then f is uniformly continuous on K.
Proof. Let £ > 0 be given. Since f is continuous on K,

Vae K,36 =6(a) > 03 p(f(x), f(a) < g whenever z € D(a,d) n A.

Then {D(a, 5(;))} p is an open cover of K; thus
ae

N
I{ay, - ,aN}gKaKQUD(ai,%),
=1

where 0; = 0(a;). Let 6 = %min{él, -+ ,0n}. Then § > 0, and if 21,25 € K and d(z1,x2) <

0, there must be j =1,---, N such that z1, 2z, € B(a;,d;). In fact, since z; € D(aj, %j) for
some 7 =1,--- N, then

d(l’g,aj) < d(.l’l,l’g) + d(CL’l,CLj) <0+ % < (Sj .
Therefore, z1, 25 € D(aj,9;) N A for some j =1,---, N; thus
e €
p(fla1), f(22)) < p(f(21), f(az)) + p(f(22), f(ay)) < sts=¢: o
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Alternative proof. Assume the contrary that f is not uniformly continuous on K. Then ((3)

of Remark 4.45 implies that) there are sequences {z,}_, and {y,}_, in K such that

lim d(z,,y,) =0 but lim p(f(zn), f(ya)) > 0.

n—0o0 n—0o0

Since K is (sequentially) compact, there exist convergent subsequences {z,, };2, and {y,, }7~,

with limits z,y € K. On the other hand, lim d(x,,y,) = 0, we must have z = y; thus by
n—aoo

the continuity of f (on K),

0=p(f(z), f(x)) = lim p(f(2n,), f(Yn,)) = Um p(f(xn), f(yn)) >0,

k—o0 n—00

a contradiction. o

Lemma 4.53. Let (M,d) and (N, p) be metric spaces, A< M, and f : A — N be uniformly

continuous. If {x}7, < A is a Cauchy sequence, so is {f(xk)}zozl

Proof. Let {x}72, be a Cauchy sequence in (M,d), and € > 0 be given. Since f: A > N

is uniformly continuous,
36 > 03 p(f(z), f(y)) < e whenever d(z,y) < d and z,y € A.

For this particular 6, 3N > 0 3 d(xg, x¢) < d if k,£ = N. Therefore,
p(f(xr), f(we) <eif k>N, o

Corollary 4.54. Let (M,d) and (N,p) be metric spaces, A < M, and f : A — N be
uniformly continuous. If N is complete, then f has a unique extension to a continuous
function on A; that is, 3g : A — N such that

(1) g is uniformly continuous on A;

(2) g(x) = f(x) for all z € A;
(3) if h: A — N is a continuous map satisfying (1) and (2), then h = g.

Proof. Let v € A\A. Then 3{x;}*, < A such that z;, — x as k — oo. Since {23},
is Cauchy, by Lemma 4.53 { f (xk)}koozl is a Cauchy sequence in (N, p); thus is convergent.
Moreover, if {z;}72, € A is another sequence converging to x, we must have d(zg, zx) — 0
as k — oo; thus p(f(xg), f(zx)) — 0 as k — o0, so the limit of {f(:ck)}zo:l and {f(zk)}zo:l

must be the same.

Define g : A — N by

{ f(z) ifreA,
g(z) =

klim f(zy) ifze A\A, and {23}, < A converging to = as k — 0.
—0
Then the argument above shows that ¢ is well-defined, and (2), (3) hold.
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Let € > 0 be given. Since f : A — N is uniformly continuous,
30> 03 p(f(2), f(y) < % whenever d(z,y) < 2§ and z,y € A.

Suppose that x,y € A such that d(x,y) < 6. Let {z;}%,, {yx}i, < A be sequences
converging to x and y, respectively. Then 3 N > 0 such that

3

= VE>=N.
37

p(fy), 9(y)) <

Wl ™

Az x) < 2 dlyy) < 5 and p(f(xi). () <

In particular, due to the triangle inequality,
) )
d(zy,yn) < d(oy, @) +d(@,y) +d(y,yn) < 5 +0+ 5 =203

thus p(f(zn), fyn)) < % As a consequence,

3

p(9(2),9(9)) < p(9(2). flaw)) + p(F(ex). Fyw)) + p(Fluw) JW) < 5+ 5+ =< @

4.6 Differentiation of Functions of One Variable

Definition 4.55. A function f : (a,b) — R is said to be differentiable at z if there

exists a number m such that

lim f(x) = f(zo) — m(x — x)

T—Zo r — X

=0.

The (unique) number m is usually denoted by f'(x), and is called the derivative of f at

Zo.

Remark 4.56. The derivative of f at xg can be computed by

o) — i L) =G0

T—Io r — 2o

Remark 4.57. By the definition of the limit of functions, f : (a,b) — R is differentiable at
xg € (a,b) if and only if there exists m € R, denoted by f'(x¢), such that

Ve>0,36>03|f(x) — flzo) — ['(wo) (@ — wo)| < ela — mol if |z — m| < 4.

Definition 4.58. A function f : (a,b) — R is said to be differentiable (on (a,b)) if f is

differentiable at each zg € (a,b).

Proposition 4.59. Suppose that a function f : (a,b) — R is differentiable at xo. Then f

18 continuous at xy.

Proof. For x # xg, f(x)— f(xg) = @) = fzo). (x — x0); thus Proposition 4.15 implies that

T — xp
Jm (f(z) = f(z0)) = Jm f(ffx):—g]:sf’?o) lim (2 — z0) = f'(x) - 0=0. 0
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Theorem 4.60. Suppose that functions f, g : (a,b) — R are differentiable at zo, and k € R

is a constant. Then
1. (]{f)/(l'o) = l{f/(l?o)
2. (f £9)(x0) = f'(20)  g'(x0).

3. (f9)'(zo) = ['(x0)g(0) + f(20)g (o)

fy f(@o0)g(@o) — f(z0)g'(x0) .

I = # 0.
(g) (Io) g(xo)g ng(xO)
Theorem 4.61 (Chain Rule). Suppose that a function f : (a,b) — R is differentiable at xy,
and g : (¢, d) — R is differentiable at yo = f(xo) € (¢,d). Then go f is differentiable at xy,

and

e

(g0 f)(z0) = ¢'(f(x0)) [ (o).
Proof. Let € > 0 be given. Since f : (a,b) — R is differentiable at zq and g : (¢,d) — R is
differentiable at yo = f(z0),

36, > 03 | f(x) = f(z0) — F'(z0) (2 — 70)| < min{1,m}|x—x0| if |z — ao| < 6y
d
o . o . ely — vol : _

Moreover, by Proposition 4.59 f is continuous at zo; thus
305 > 03 |f(x) — f(wo)] < 0 if | — 20| < J5 and z € (a,b).
Let § — min{d,, 65}, and denote f(z) by y. Then if [z — x| < 5, we have |y — yo| < 6, and
(g o f)(@) = (g0 f)(x0) = g'(yo) [ (x0)(x — w0)| = |9(y) = g9(v0) = §'(y0).f (o) (& — o)
= 19(y) — 9(y0) — 9'(40) (y — w0) + ¢' () (f (x) — f(w0) — [ (x0) (2 — mo)]

5‘f(95) — f(=o
2(1+ | f' (o)

)‘ / 5|x_330|
A renrrmYy

e , €
< ———— | — x| + Zo)llx — xo|) + =|x — 29| = €l — X0 .
2(1 + | f'(z0)|) (| 0’ ‘f( O)H 0’) 2’ 0‘ ‘ 0|

By Remark 4.57, g o f is differentiable at xy with derivative ¢'(f(x¢))f'(z0). o
Proposition 4.62. If f : (a,b) — R is differentiable at xoy € (a,b) and f attains a local

minimum or maximum at xo, then f'(xq) = 0.

Proof. W.L.O.G. we assume that f attains its local minimum at zo. Then f(z)— f(z¢) = 0

for all x € I, where I is an open interval containing xy. Therefore,

P (O | B (O S (D
roro T o ez T —Tp
and
f'(xo) = lim f(@) = flzo) _ 1 f(z) = f(@o) =0
T—T0 T — 2o x_,xg T — T
As a consequence, f’(xy) = 0. D
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Theorem 4.63 (Rolle). Suppose that a function f : [a,b] — R is continuous, and is
differentiable on (a,b). If f(a) = f(b), then Ic € (a,b) such that f'(c) =0

Proof. By the Extreme Value Theorem, there exists zo and x; in [a, b] such that

[f(wo) = min f([a,b]) and  f(z1) = max f([a,b]) .
Case 1. f(xg) = f(z1), then f is constant on [a, b]; thus f'(z) = 0 for all z € (a,b).
Case 2. One of f(xg) and f(x;) is different from f(a). W.L.O.G. we may assume that

f(xo) # f(a). Then xy € (a,b), and f attains its global minimum at xy. By Proposition
4.62, (o) = 0. o

Theorem 4.64 (Cauchy’s Mean Value Theorem). Suppose that functions f,g : [a,b] — R
are continuous, and f,g: (a,b) — R are differentiable. If g(a) # g(b) and ¢'(x) # 0 for all
x € (a,b), then 3c € (a,b) such that

I
—~
~
—~
8
N—
|
~
—~
S
N——
S—
~—
N
—~~
S
S~—
|
Q
—~
Q
SN~—
SN—
|
—~
~
—~
S
N~—r
|
~
—~
S
SN—
SN—
~—
K
—~
8
S~—
|
Q
—~
Q
SN~—
SN—

Then h : [a,b] — R is continuous, and is differentiable on (a,b). Moreover, h(b) = h(a) = 0.
By Rolle’s theorem, 3¢ € (a,b) such that

W(e) = 1) (9(b) — g(@)) — (F() — f(@))g'(e) = 0. .

Corollary 4.65 (Mean Value Theorem). Suppose that a function f : [a,b] — R is continu-
ous, and f : (a,b) — R is differentiable. Then ¢ € (a,b) such that

f(0) — f(a)

/ JR—

f (C) - b—a .

Proof. Apply the Cauchy Mean Value Theorem for the case that g(x) = z. =

Corollary 4.66. Suppose that a function f : [a,b] — R is continuous and f'(x) =0 for all
x € (a,b). Then f is constant.

Proof. Fix x € (a,b), by Mean Value Theorem 3¢ € (a,z) 3 f(z) — f(a) = f'(¢)(x —a) = 0.
Then f(z) = f(a) = Yz € (a,b), f(z) = f(a). Now by continuity, f(b) = hr}?, f(z) = f(a).

O

Corollary 4.67 (L’Hospital’s rule). Let f, g : (a,b) — R be differentiable functions. Suppose

/
that for some xo € (a,b), f(xg) = g(zo) =0, ¢'(x) # 0 for allx # xo, and the limit lim 2'8
T—x0
exists. Then the limit lim @) also exists, and
z—wo g()

lim M = lim M

o gla) e g (o)
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Proof. We first note that g(z) # g(x¢) for all x # z; since if not, the Mean Value Theorem
implies that 3¢ in between x and zy such that ¢’(¢) = 0 which contradicts to that ¢'(z) # 0
for all # # xy. By Cauchy’s Mean Value Theorem, for all z € (a,b) and x # x, there exists

¢ = ¢(x) in between x and z( such that

Since ¢ — ¢ as * — xg, we have

(O B (O B )

= lim = lim o

a—wo g(z) w0 g'(E)  a—wo g'(x)

Example 4.68. A function f : [a,b] — R is said to be Lipschitz continuous if 3 M > 0
such that

|f(z1) — fxe)| < M|z — Vi, x9 € [a,b].

If the derivative of a differentiable function f : (a,b) — R is bounded; that is, 3M > 0
3 |f'(z)] < M for all = € (a,b), then the Mean Value Theorem suggests that f is Lipschitz

continuous. A Lipschitz continuous function must be uniformly continuous.

increasing

decreasing
strictly increasing
strictly decreasing

Definition 4.69. A function f : (a,b) — R is said to be (on (a,b))

if f(z1)

flzo) if @ < 21 < my < b. [ is said to be monotone if f is either increasing

AWV A

\

or decreasing on (a,b), and strictly monotone if f is either strictly increasing or strictly

decreasing.
Theorem 4.70. Suppose that f : (a,b) — R is differentiable.

1. f is increasing on (a,b) if and only if f'(x) = 0 for all x € (a,b).

[\]

. [ is decreasing on (a,b) if and only if f'(x) <0 for all x € (a,b).
3. If f'(x) > 0 for all x € (a,b), then f is strictly increasing.
4. If f'(x) <0 for all x € (a,b), then f is strictly decreasing.

Theorem 4.71 (Inverse Function Theorem). Let f : (a,b) — R be differentiable, and f'
is sign-definite; that is, f'(x) > 0 for all x € (a,b) or f'(z) < 0 for all x € (a,b). Then
f:(a,b) = f((a,b)) is a bijection, and f~1, the inverse function of f, is differentiable on
f((a,b)), and

(f) (f(x) = Ve (ab). (4.6.1)




Proof. W.L.O.G. we assume that f'(z) > 0 for all z € (a,b). By Theorem 4.70 f is strictly
increasing; thus f~! exists.

Claim: f~': f((a,b)) — (a,b) is continuous.

Proof of claim: Let yo = f(x0) € f((a,b)), and € > 0 be given. Then f((zo —e,20 +¢)) =
(f(zo — &), f(zo +¢€)) since f is continuous on (a,b) and (o — €,z + €) is connected. Let
6 = min{f(zo) — f(zo —€), f(zo + ) — f(x)}. Then § > 0, and

(Yo — 6,90 +6) = (f(xo)—57f($o)+5) < f((wo—e,20+¢));

thus by the injectivity of f,

FH (o =090 +0)) < FH(f((xo—&,20+€))) = (0 —&,20+¢) = (f 7 (y0) =&, f " (y0) +¢) -
The inclusion above implies that f~! is continuous at 7.
Writing y = f(z) and z = f~(y). Then if yo = f(xo) € f((a,b)),
') =) -

Y—Y f(@) — f(xo)

Since f~! is continuous on f((a,b)),  — z¢ as y — yo; thus

lim [ ) — 1 () = lim " = L
y—yo Y= Yo w0 f(z) — f(wo)  f'(20)
which implies that f~! is differentiable at yp. =

4.7 Integration of Functions of One Variable

Definition 4.72. Let A < R be a bounded subset. A collection P of finitely many points
{zo, 21, -+ ,x,} is called a partition of A if inffA =2y <2z < -+ <z,1 <z, =supA.
The mesh size of the partition P, denoted by ||P|, is defined by

Al :max{xk—xk,l‘k: 1, ,n},

Definition 4.73. Let A < R be a bounded subset, and f : A — R be a bounded function.
For any partition P = {zg,x1, -+ ,x,} of A, the upper sum and the lower sum of f
with respect to the partition P, denoted by U(f, P) and L(f,P) respectively, are numbers
defined by

n n—1

U(f,P) = Z sup f()(xp — 2p—1) = Z sup [ (2)(@p41 — T1)
k=1 me[mk,l,xk} k=0 CEG[ZDk,CEk+1]
n n—1

L(f,P)= Z inf  f(x)(x — 2p1) = Z inf  f(2)(xpe1 — 71),
e €[TR —1,Tk) prt €Tk, Th41]

where f is an extension of f given by

(4.7.1)



The two numbers
J f(z)dz = inf{U(f,P) | P is a partition of A},
A

and

f f(z)dz = sup {L(f,P)| P is a partition of A}
Ja

are called the upper integral and lower integral of f over A, respective. The function

f is said to be Riemann (Darboux) integrable (over A) if f f(z)dz = J f(z)dz, and
A A

in this case, we express the upper and lower integral as f f(z)dx, called the integral of f

over A. The upper integral, the lower integral, and the integral of f over [a,b] sometimes

b b b
are also denoted by ff(x)dx, ff(x)dx, and Jf(:r)d:z:.

Example 4.74. Jb f(z)dz and Jb f(z)dz are not always the same. For example, define
f:[0,1] - R by - ’
€
=1y tacpiing
Let P ={0 =29 < 21 < --- < x, = 1} be any partition on [0,1]. Then for any k =
0,1,---,n—1, sup f(x)=1land inf f(x)=0; thus

ZTE[T) Tht1] x€[T), Th41]
n—1 n
U(f,P)y=2, sup f@)(wx—wpa) =) (@ —wp1)
k=0 €[z, Tht1) 0

=(r1—zo)+ (r2—21)+- -+ (xy—2p1) =0, —20=1-0=1

and

As a consequence,

=1
J f(z)dr = inf{U(f, P) |73 is a partition on [0, 1]} =1,

0

Jl f(z)dz = sup {L(f,P)|P is a partition on [0,1]} = 0;

0

hence f is not Riemann integrable over [0, 1].

b
Example 4.75. Suppose f : [a,b] — R is integrable and f = 0 on [a, b], then J f(z)dz = 0.

Reason: Since f = 0 on [a,b] = sup f(x) = 0 for £k = 0,1,...,n — 1. Therefore,
€[z, Tht1)

U(f,P) = 0 for all partition P on [a, b], so
b b
J flz)dx = f f(z)dz = inf{U(f,P)| P is a partition on [a,b]} = 0.
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Definition 4.76. A partition P’ of a bounded set A < R is said to be a refinement of
another partition P if P < P’.

Proposition 4.77. Let A € R be a bounded subset, and f : A — R be a bounded function.
If P and P’ are partitions of A and P’ is a refinement of P, then

L(f,P) < L(f,P) <U(f,P)<U(f,P).

Proof. Let f be the extension of f given by (4.7.1). Suppose that P = {zo, z1,--- , 2.}, P’ =
{vo,v1, "+ ,Ym}, and P < P’. For any fixed k =0,1,--- ,n — 1, either P’ N (zy, 2ps1) = &
or P'n (x, xr41) # .

L. If P (xg, 2k41) = I, then zp = yp and 211 = Y1 for some £. Therefore,

sup  f(x)(wpp —xk) = sup F(@)(yerr — yo)-

TE[Tp,Tp41] z€[ye,Yey1]
2. P (h, Trg1) = {Yes1, Yeras - 5 Yerp), then xp = yp and 241 = Yoypr1. Therefore,
p+1 _ ~
sup f<x>(?/€+i - yzﬂel) = Sup f(x) (ye+1 - ye)
im1 TEWetio1,Yeti] TE[Ye,Ye+1]
+  sup  f(2)(Wer2 — Yoy1) + - F sup S (@) (Yepr1 — Yesp)
TE[Ye+1,Ye+2] TE[Yetp Yetp+1]
< sup f(@)(Yer1 —ye) + sup f(2)(Yer2 — Yer1) + -
$€[$k,$k+1] LIJG[:Bk,:II]H_ﬂ
+ sup f('r)(y€+p+1 - ye+p) = sup f(x>(xk+1 - Ik) .
TE[Tp, T 1] TE[Th,Thy1)

In either case,

sup  f(x)(ye —ye—1) < sup  f(@) (w1 — ) -

[Ye—1,ye]Slxr,xpr1] & z€[ye—1,ye] ze[T), Tht1]

As a consequence,

m—1

Uf,P)= > sup f(@)(yer — ye) 2 Z F(@)(ye = yer)

=0 Z€lye.ye+1] k=0 [ye—1,y¢]S[Tk,Tr11]

n—1

<> sup  f(@)(@re —2) = U(f.P).

k—0 TE[Tk,Th41]

Similarly, L(f,P) < L(f,P’); thus the fact that L(f,P") < U(f, P’) concludes the proposi-

tion. o

Corollary 4.78. Let f : [a,b] — R be a function bounded by M ; that is, | f(x)| < M for all
a <z <b. Then for all partitions Py and Py of [a,b],

_M(b—a) < L(f,Py) < ff ff U(f.Py) < M(b—a).
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b b
Proof. 1t suffices to show that f f(x)dx < f f(z)dz. By the definition of infimum and

supremum, for any given ¢ > 0, 3 partitions P and P such that
b

b b
f(x)dz and f fx)dzr < U(f,P) < f fla)de + <.

Lbf(x)dx—§<L(f,75)<J ) .

a

Let P =P U P. Then P is a refinement of both P and 75; thus
=b

ff(x)dx—g<L(f,P)<L(f,”P)<U(f,P)<U(f,73)<Jf(a:)da:Jr%.

b b
Since € > 0 is given arbitrarily, we must have f f(x)dx < f f(x)dx. o

Proposition 4.79 (Riemann’s condition). Let A € R be a bounded set, and f: A — R be

a bounded function. Then f is Riemann integrable over A if and only if
Ve > 0,3 a partition P of AsU(f,P)— L(f,P) <e.

Proof. “=" Let € > 0 be given. Since f is integrable over A,

inf U(f,P)= sup L(f,P)= fA f(z)dx;

P: Partition of A P: Partition of A

thus there exist P; and P, partitions of A, such that

€
JA f(z)dx — 3 < L(f,Py) < L flz)de <U(f,P2) < L f(z)dx +

Let P =Py uPy. Then P is a refinement of P; and Ps; thus

3
5

J f(z)dx — g < L(f,P1) < L(f,P) < f f(z)dzx
A A
5

<U(f,P) <U(f,Py) < L flae)de +

which implies that U(f,P) — L(f,P) < e.

“<” We note that for any partition P of A,

L(f,P) < f f(z)dr < J flz)dz < U(f,P);
Ja A
so we have that for all partition P of A,
| s@ie = | swis <U(7P) - L7,
A Ja

Let € > 0 be given. By choosing P so that U(f,P) — L(f,P) < €, we conclude that
J f(z)dx — J f(x)dx < €.
A Ja

Since € > 0 is given arbitrarily, J f(z)dz = J f(z)dz; thus f is Riemann integrable
A Ja

over A. o
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Proposition 4.80. Suppose that f,g : [a,b] — R are Riemann integrable, and k € R. Then

b b
1. kf is Riemann integrable, and J (kf)(x)dx = k;f f(x)dx

b b b
2. f £ g are Riemann integrable, and J (f £9)(x)dx = j f(z)dx + f g(x)dx.

a

b b
3. If f < g for all x € |a,b], then J f(z)dr < Jg(m)dm.

4. If f is also Riemann integrable over [b,c|, then f is Riemann integrable over |a,c],

and

c b c
ff(x)dm = Jf(x)dx+ J f(z)dx. (4.7.2)
a a b
b b
[ r@da] < [1r@lde.
Proof. 1. Case 1. k = 0. We note that

inf (kf)(x)=k inf f(x) and sup (kf)(z)=Fk sup f(z).

5. The function |f| is also Riemann integrable, and

:EE[{E.L‘,l,:EZ'] 26[937;,1,%1‘] IE[IZ',LCEZ‘] :Ue[xifl,xi}
Then
i=1 i—1,%q
= Zk [mf ] (x)(z; — xim1) = KL(f,P).
TE[Xi_1,T5

Similarly, U(kf, P) = kU(f,P) for every partition P. So

J (kf)(x)dx = sup L(kf,P)=k sup L(f,P)

‘P: Partition of [a, b] P: Partition of [a, ]

_ k_ff(x)dx s Lbf(x)dx

b
(kf)(z)de = k;f f(x)dz. Hence kf is integrable and

Lb(k'f)(x)dx = f(kf)(x)da: = k_Lbf(x)dx = kLbf(x)dx

Case 2. k£ < 0. We have

inf (kf)(x)=k sup f(z) and sup (kf)(z)=Fk inf f(z).

TE[T;—1,24] a:e[xi_l,xi] xe[xi_l,cci] TE[wi—1,2]

Then L(kf,P) = kU(f,P) and U(kf,P) = kL(f, P); thus

b
Similarly, J

a

f (kf)(x)dx = sup L(kf,P)= sup kU(f,P)

‘P: Partition of [a, b] P: Partition of [a, ]

b b
- kP: Partig})fl of [a, b] U('ﬁ P) - kL f(l’)dl’ - kL f(x)dx
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b b
Similarly, J (kf)(x)dx =k f f(z)dx. Hence kf is Riemann integrable over [a, b] and

f%ﬁ@WWZf%ﬁ@ﬂxzafﬂ@wzkﬂ}@mx

2. We prove the case of summation. For ant partition P, we have

n

L(f+g.P)=>Y, inf (f+g)(x)(z;i— i)

i—1 IE[CCZ‘,1 ,xi]

n n

> Z; b J@) (=i + 2 inf () (@ — i)
— L(f.P) + L(g,P).
Similarly, U(f + g,P) < U(f,P) + U(g,P). Therefore,
L(f,P)+ L(g,P) < L(f+¢9,P)<U(f+9,P)<U(f,P)+ Ulg,P). (4.7.3)
Let € > 0 be given. By Proposition 4.79, 3Py, P, partitions of [a, b] such that

U(f,P1) = L(f, Pr) <

Let P = Pl U PQ. By (473),

and  U(g,P2) — L(g, P2) <

YRS
YRS

Z(U(f,P)—L(f,P)) U ( P)— L(g,P))

e €
< (U(,P1) = LU P)) + (U9 P2) = L(g, o) < 5 + 5 =
By Proposition 4.79, f + ¢ is Riemann integrable over [a, b].

To see j (f+g)(x)dx = J f(x)dx + J x)dx, we note that by Proposition 4.77,

U(f,P) < L(f,P) + U(f,Pr) = L(f, P1) < L(f,P) +

Jf d:v—l—— Jf dx—l——

and similarly, U(g, P) < J g(x)dz —|— —. Therefore, by (4.7.3),

b ~b
ka+mme=JXf+m@MI<Uu+gP>

a a

U(f,P)+U(g,P Jf d:v—l—f x)dr + €. (4.7.4)

On the other hand,



and )
L(g.P) > U(g.P) =5 > | gla)do = 5

hence by (4.7.3),

|t o@de= [ 7+ 9@ = 1 +9.P) > L. P) + Lig. P)

a

>£}@mx+JZ@mx—a (4.7.5)

a

By (4.7.4) and (4.7.5),

Lbf(x)dx + ng(llf)d:c —e< fb(f +g)(z)dr < Lbf(w)dw i Jbg(x)dx Y

b b b
Since € > 0 is arbitrary, f (f +9)(x)dx = J f(z)dx + f g(x)dx.

. Let P={a=xy <z <--- <z, = b} be a partition of [a,b]. Define

m;i(f)= inf f(z) and m(g9) = inf g(x).

xE[Xs_1,24] x€[x;_1,24]

Since f(z) < g(x) on [a,b], m;(f) < mi(g). As a consequence, for any partition P,

n n

L(f,P) = Y mi(£) (@i — 1) < D milg)(ws — wi1) = L(g, P);

i=1 i=1
thus taking the infimum over all partition P,

Jbg(x)dx = Jbg(x)dx.

a a

b b

J f(x)dz = f f(x)dz =sup L(f,P) <sup L(g,P) =
a Ja P P

. Let € > 0 be given. Since f is Riemann integrable of [a,b] and [b, ¢], there exist a

partition P; over [a, b] and a partition Py of [b, ¢] such that

U(f, P1> — L(f, Pl) < and U(f, PQ) — L(f, PQ) <

| ™

€
2
Let P = P; U Py. Then P is a partition of [a, ¢] such that

U<f773) - L(fvp) = U(fapl) + U(faPQ) - L(fapl) - L(f7732) <E.
Therefore, Proposition 4.79 suggests that f is Riemann integrable over [a, c].

c b c
Now we show that f f(z)de = f f(z)dx + f f(z)dz. To simplify the notation,
a a b
we let . , .
A= ff(x)da:, B = Jf(x)dx, C= ff(x)dx.
a a b
Let € > 0 be given. Then 3 partition P = {xg,z1, -+ ,2,} of [a, ¢| such that

A<U(f,P)<A+e.
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Let P' =P u {b}. Then P’ is a refinement of P. Moreover,

U(f,P)=U(f,P1) +U(f, Pa),

where Py = P’ n[a,b] and Py = P’ n [b, ] are partitions of [a, b] and [b, ¢| whose union
is P. Therefore,

B+C<U(f,P1)+U(f,P)=U(f,P)<U(f,P)<A+e.
On the other hand, 3 partition P; of [a, b] and partition Py of [b, c] such that
U@PQ<B+gam,0<UmPg<c+g
Let P = P; U Py. Then P is a partition of [a, c]. Therefore,
U(f,P)=U(f,P1) +U(f,P2) < B+C+e.
Therefore, Ve >0, B+C <A+cand A< B+ C+¢;thus A= B+ C.

5. Note that for any interval [«, /],

sup [f(z)| — inf [f(z)| < sup f(z)— inf f(z); (Check!)
z€[a,f] a€la,f] z€la, ] zela,f]

thus for any partition P of [a, b],

U(lf],P) = L(f,P) < U(f,P) = L(},P).

Therefore, Proposition 4.79 suggests that |f| is Riemann integrable over [a,b]. More-
over, since —|f(z)| < f(z) < |f(x)| for all z € [a, ], by 3 we have

[ < [ s < [k D

Remark 4.81. The proof of 4 in Proposition 4.80 in fact also shows that if a < b < ¢, then
J flx)dz+ | f(z)dz.
J f(z)dz +

b
Similar proof also suggests t

f(x)dx.

S ——

a b

Remark 4.82. If a < b, we let the number J f(x)dx denote the number —f f(x)dx. Then
b a

(4.7.2) holds for all a,b, c € R.

b

Example 4.83. Let f:[0,1] — R be defined by

1 ifzeQ,
ﬂ@_{—1ﬁxe@.
Then f(z) is not Riemann integrable over [0,1] since U(f,P) = 1 and L(f,P) = —1.

However |f(z)| = 1, thus |f| is Riemann integrable. In other words, if |f| is integrable, we

cannot know whether f is integrable or not.
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Theorem 4.84. If f : [a,b] — R is continuous, then f is Riemann integrable.

Proof. Let € > 0 be given. Theorem 4.52 suggests that
36>053|f(z) - f(y)] < ﬁ whenever |x — y| < 0 and z,y € [a, b] .
—a

Let P be a partition with mesh size less than 9. Then

n

Uf,P)—L(fP)=>( sup flz)— inf f(2))(zx—z41)

k=1 *€lzr—1,2k] T€[TR—1,2k]
£ - c
< oo 2 @ —a) = (T — x0) < €}
2(b—a) ,;1 2(b — a)
thus by Proposition 4.79 f is Riemann integrable over [a, b]. G

Corollary 4.85. If f : (a,b) — R is continuous and f is bounded on [a,b]|, then f is

Riemann integrable over |a, b].
£ €

Proof. Let |f(z)| < M for all z € [a, b], and € > 0 be given. Since f : [a+8W’b_8W] — R
is continuous, by Theorem 4.84 f is Riemann integrable; thus
L € 5 €
3P': partition of [a + m’b - S—M} sU(f,P)—L(f,P) < 3

Let P =P’ U {a,b}. Then
U<f77)) _L(f7,P>

. € € . 5
< (xe[ffffm @)= Jof f@) g tgt (m[f“j?M,b] @)= it F@) g
<oM-— 4+ Sqom. S =,
S8M 2 SM ’
thus Proposition 4.79 suggests that f is Riemann integrable over [a, b]. o

Corollary 4.86. If f : [a,b] — R is bounded and is continuous at all but finitely many

points of [a,b], then [ is Riemann integral.

Proof. Let {c1,--- ,cn} be the collection of all discontinuities of f in (a,b) such that ¢; <
¢y < -+ <cy. Let a=copand b = cyyq. Then for all kK = 0,1,--- | N, f: (ck,Cra1) 18
continuous and f : [cx, cgy1] is bounded; thus f is Riemann integrable by Corollary 4.86.
Finally, 4 of Proposition 4.80 suggests that f is Riemann integrable over [a, b]. =

Theorem 4.87. Any increasing or decreasing function on [a,b] is Riemann integrable.

Proof. Let f : [a,b] — R be a monotone function, and & > 0 be given. W.L.O.G. we may
assume that f(b) # f(a). Let P = {xo, 21, -+, x,} be a partition of [a, b] with mesh size

less than T =@ Then
U(f,P) = LU P) = ( swp fla) = inf (@) (k= i)
b—1 E€[Tr—1,7k TE|Tk—1,Tk
= 5 €
_ ) () = s .
thus Proposition 4.79 suggests that f is Riemann integrable over [a, b]. O
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Definition 4.88. A continuous function F : [a.b] — R is called an anti-derivative ( ¥ #
G ¥ ) of f:[a,b] — R if F is differentiable on (a,b) and F'(x) = f(z) for all = € (a,b).

Theorem 4.89 (Fundamental Theorem of Calculus (#c#s A 28 & 32 ) ). Let f : [a,b] = R

be continuous. Then f has an anti-derivative F, and
b
J f(z)dz = F(b) — F(a).

b
Moreover, if G is any other anti-derivative of f, we also have f f(z)dzr = G(b) — G(a).

T

Proof. Define F(x) = f f(y)dy, where the integral of f over [a, x] is well-defined because
of continuity of f on [a,(zz:]. We first show that F is differentiable on (a, b).

Let xg € (a,b) and € > 0 be given. Since [a, b] is compact,
301> 03 |f(z) — f(y)] < g whenever |x — y| < §; and z,y € [a,b].

Let 6 = min{dy, xo — a,b — z}. By 4 of Proposition 4.80, if x, z¢ € (a, b),

‘Ef@Wy=£%@My—£mﬂw@:ng—pmw;

thus if 0 < |z — x| < 0,

F(x)—F 1 1 v
(x:%)——l‘o(l.o) B N T — X f< )dl’ B f(l’o)‘ - ‘ZL’ — X J (f(y) B f(l‘o))dy‘
<L \f(y) iy < —— [ Sy <.
|ZE - ZL‘[)| min{zg,z} |ZE - ZL‘[)| min{zg,z} 2

F(x) — F(xo)

Therefore, lim = f(zo) for all zg € (a,b), so F'(z) = f(z) for all x € (a,b).

T—x0 r — o
Next we show that F' is continuous at x = @ and x = b. This is simply because of the

boundedness of f on [a,b] which suggests that

limsup |F(z) — F(a)| = limsup
z—at z—at

ff dt‘ max | f(x \limsupj 1dt =0

z€la,b] r—at

and

b
< max | f(z)] - limsupf 1dt =0.

 aclab) b

limsup |F(z) —

w—b- w—b-
Therefore, F' is an anti-derivative of f.
Now suppose that G is another anti-derivative of f. Then (G — F)(x) = 0 for all

€ (a,b). By Corollary 4.66, (G — F)(z) = (G — F)(a) for all z € [a, b]; thus G(b) — G(a) =
F(b) = F(a). .
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Example 4.90. If f is only integrable but not continuous, then the function
Fz) = f F(t)dt

is not necessarily differentiable. For example, consider

0 if0o<gz
1 ifl<x

I

flw) = { N

<
<

Then
0 if0<z <1,

F(x):{x—l ifl<z<2

so F' is continuous on [0, 2] but not differentiable at x = 1.

Theorem 4.91. Let f : [a,b] — R be differentiable and assume that f" is Riemann integrable.
b

Then J F@)de = f(b) - f(a).

Proof. Let P = {xg,x1,--- x,} be a partition of [a,b]. Since f : [a,b] — R is differentiable,
by the Mean Value Theorem there exists {{1,- - ,&,} with the property that x; < &1 <
Zryq for all £ =0,1--- n— 1 such that

(&) (e — o) = f(opgr) — f(xr) YVE=0,1,--- ;n—1.

Therefore,
n—1 n—1 n—1
Do inf @)@k — ) < O F )@ — o) <, sup f(x)(meg — ).
k=0 .'L'E[:Ek,l'k+1] k=0 k=0 xe[mk,xk+1]
n—1 n—1
Since > f'(&pv1)(Tpa1 — xk) = D, (f(ka) — f(xk)) = f(b) — f(a), the inequality above
k=0 k=0

implies that
L(f',P) < f(b) — f(a) < U(f',P) for all partitions P of [a, ] ;

thus by the definition of the upper and the lower integrals,

b b
| r@an < 1)~ @) < | s@yin.
We then conclude the theorem by the identity

b 7 b
ff'(x)dx = ff’(x)dac = ff’(x)dx
since f’ is Riemann integrable. o

Definition 4.92. Let P = {zg, 1, -+ ,x,} be a partition of a bounded set A < R. A set of
points {&;, - -+ ,&,} are called sample points with respect to a partition P if &, € [z)_1, xx]
forall k=1,--- n.
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Theorem 4.93 (Darboux). Let f : A — R be a bounded function with extension f given
by (4.7.1). Then f is Riemann integrable if and only if 31 € R such that Ye > 0, 3§ > 0
3 if P ={xg, 21, - ,xn} is a partition of A satisfying |P| < &, then for all sets of sample
points {&1, -+, &} with respect to P,

‘ Z_] F(Eort) (@npr — ) — 1] <& (4.7.6)
k=0

Proof. “<” Let ¢ > 0 be given. Then for some I € R, 36 > 0 such that if P is a partition
of A satisfying |P| < 0, then for all sets of sample points {3, - ,&,} with respect to

P, we must have
n—1
= €
‘ Z J(€hpr)(Trr —ap) — 1] < 1
k=0

Let P = {zg, 21, -+ ,x,} be a partition of A with |P| < §. Choose sets of sample
points {&1, -+, &} and {n,--- ,n,} with respect to P such that

_ c _ _
a su Tr)——-7< < su z);
@ s J@) - s < G < s JW
b) inf f@)+ > f > inf  f(x).
( ) er[gclkrvlﬂﬁk-s-l] f(x) 4<xn — x0) f<nk+1) xe[xlkrylxk-u] f(l'>
Then
n—1 _ n—1 _ .
U(LP) =2, sup J@) (@ —an) < 3] [F6r) + g (@nn — @)
f—0 TE[Tk T1] k=0 (zn — 20)
n—1 n—1
7 € € € €
= L fGelaen o)+ g ) —an) <D g g =T g
and
n—1 _ n—1 B
L(f,P) = inf ) (T — xp) > - (Tp1 —
(f.P) 2[] f@) (@i — 1) Z [Fms) = gy} (e — )
n-1 n—1
n € e € €
= ;f(nk+l)(xk+1 _37k> - 4(%1_%0)];)($k+1 —Qik) >1-— Z — Z =1- 5

As a consequence, I—% < L(f,P)<U(f,P) <I—|—%; thus U(f,P) — L(f,P) <e.

“=" Let ¢ > 0 be given, and I = f f(z)dx. Since f is Riemann integrable over A, 3 a
A
partition P; = {yo, y1, - , Ym} of A such that U(f,P1) — L(f,P1) < % Define

6—min{| —Yols ly2 —vils -+ s [y — | : }
-~ Y= Yol 12 = b W = Ymeal S A) — it f(A)) S

If P={xg, 21, - ,2,} is a partition of A with ||P|| < 0, then at most 2m intervals
of the form [z, xy41] contains one of these y;’s, and each such interval [z, x541] can

only contain one of these y,’s. Let P’ =P u P;.
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Claim: U(f,P) - U(f,P’) <
Proof of claim: We note that

n—1

U(f,P)=), suwp [(&)(wr—zx)

k=0 me[mk,m;ﬁq}

€
5

= Z sup  f(x) (g1 — xx) + Z sup  f(@) (ki1 — T)

O<k<n—1 with TE[TkTk+1] o<k<n—1 with TE[Tk,Trt1]
le[zk,zk+1]:® Plh[zk,zk+1]#®

and

Uu(r,P)= >, sup  f()(zi1 — )

o<k<n—1 with TE[Tk,Tp11]
Pinlzg,zp41]1=2

+ ) [ sup  f(z)(y; —ax) +  sup  f(2) (w1 —y5)] -

o<k<n—1 with ~ P€[Tk,Y;] TE[Y;, Tk 1]
Piolzgzgy1]=y;

Therefore,

U(f,P)=U(f,P') < (sup f(A) —inf f(A)) > (21 — 1)

0<k<n—1 with
le[zk,zk+1]7&®

< 2m(sup f(A) —inf f(A))d < g

On the other hand, the inequality U(f,P1) — L(f,P1) < g suggests that

U(f,P1>—1<§.
AS a consequence,
U(f,P)—I< U(f,P)—I+U(f,731)—U(f,73’) <e€.

Therefore, for any sample set {{,- - ,&,} with respect to P,

n—1
Z f&i)(mpr — ) <U(f,P) <I+e.
k=0

Similar argument can be used to show that

n—1
Z fl&rp)(@pgr — ) = L(f,P) >1—¢
k=0

which conclude the Theorem.

n—1

k=0

over A.

also Riemann integrable, and

b
f Fly) dy = j F(9(2))g ()] da
9([a,b]) a
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Remark 4.94. The sum >, f(&k41)(2ky1 — xx) in (4.7.6) is called a Riemann sum of f

Theorem 4.95 (Change of Variable Formula). Let g : [a,b] — R be a one-to-one continu-
ously differentiable function, and f : g(|a,b]) — R be Riemann integrable. Then (f o g)g is



Chapter 5

Uniform Convergence and the Space
of Continuous Functions

|

5.1 Pointwise and Uniform Convergence (i% BLYT #4732
3 fear)

Definition 5.1. Let (M, d) and (N, p) be two metric spaces, A € M be a set, and f, f :

A — N be functions for k = 1,2, ---. The sequence of function {fi}72, is said to converge

pointwise to f if

Icli_{&p(fk(a),f(a)) =0 Vace A.

We often write fr, — f p.w. if fi converges pointwise to f.
Let B < A be a subset. The sequence of functions {f;};; is said to converge uni-

formly to f on B (or {fx}{_, converges to f uniformly on B) if

lim sup p(fix). /(x)) = 0.

k—w repB

In other words, {fx}72, converges uniformly to f on B if for every € > 0, 3 N > 0 such that
p(fr(z), f(z)) <e Vk>Nandze B.

Example 5.2. Let f, f:[0,1] — R be given by

1

0 f-<ar<l1 .
PSS 0 if z € (0,1],
—kr+1 if0<x<%. b=

Then {fi}72, converges pointwise to f on [0, 1]. To see this, fix z € [0, 1].

1. Case x # O: Let€>0begiven,takeN>%@%<w. If k>N,
|fi(z) = f(2)] = |fulx) 0] = 00| <.

2. Case x =0: Foranye >0, k=1,2,3,...,

fr(0) = fO)] =[1-1=0<e.
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However, {f}72, does not converge uniformly to f on [0, 1] because

sup |fr(z) — f(z)| =1= lim sup} |fu(z) = f(z)|=1+#0.

z€[0,1] k=00 zel0,1

Example 5.3. Let f; : [0,1] — R be given by fi.(x) = x¥. Then for each a € [0,1), fx(a) — 0

as k — oo, while if a = 1, fi(a) = 1 for all k. Therefore, if f(z) = { 0 ifzel0,1),

| ifg—1, then

fr — f p.w.. However, since
sup [fu(a) = ()] = sup (7o) = 1.

z€[0,1] z€(0,1

we must have

lim sup |fi(z) — f(z)] =1+#0.

k—a0 z€[0,1]
Therefore, {f}7, does not converge uniformly to f on [0, 1].
On the other hand, if 0 < a < 1, then

sup ‘fk(x) - f(a:)‘ <av;

z€[0,a]

thus by the Sandwich lemma,

lim sup |fk(3c) —f(x)} =0.

k—o0 z€(0,a]

Therefore, {fi}72, converges to uniformly f on [0,a] if 0 < a < 1.

sin x

Example 5.4. Let f; : R — R be given by fi(x) = . Then for each x € R, |fx(z)| <

which converges to 0 as k — c0. By the Sandwich lemma,

=

lim |fr(z)] =0 VzeR.

k—o0

1

Therefore, fr — 0 p.w.. Moreover, since sup ’fk(x)| < o klim sup ’fk(x)| = 0. Therefore,
zeR —0 zeR

{fr}72, converges uniformly to 0 on R.

Proposition 5.5. Let (M,d) and (N,p) be two metric spaces, A < M be a set, and
fr, [+ A— N be functions for k =1,2,---. If {fi}i2, converges uniformly to f on A, then

{fk}le converges pointwise to f.

Proof. For each a € A,
p(fr(a), f(a)) < Sggp(fk(iv),f(ﬂf)) ;

thus the Sandwich lemma suggests that
lim p(fi(a), f(a)) =0
since {fx}, converges uniformly to f on A. o
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Proposition 5.6 (Cauchy criterion for uniform convergence). Let (M, d) and (N, p) be two
metric spaces, A < M be a set, and fr : A — N be a sequence of functions. Suppose that
(N, p) is complete. Then {fr};>, converges uniformly on B < A if and only if for every
>0, 3N >0 such that

p(fe(@), folz)) <& Vk, 0> N andx € B.

Proof. “=7 Let € > 0 be given, and { fx};~; converges uniformly to f on B. Then 3N > 0
such that
p(felx), f(z)) < g Vik>NandzeB.

Then if k,¢ > N and z € B,

p(fr(@), fol@)) < p(fi(@), f(2)) + p(f (@), ful@)) <

“«<" Let b € B. By assumption, { fk(b)}zo:l is a Cauchy sequence in (N, p); thus is conver-
gent. Let f(b) denote the limit of {fk(b)}zozl Then {fx}2, converges pointwise to f

on B. We claim that the convergence is indeed uniform on B.
Let € > 0 be given. Then 3 N > 0 such that

P(fk(l’),fe(ﬂé’)) < g Vk,{> N and x € B.

Moreover, for each x € B there exists N, > 0 such that

p(fe@), f@) <5 V=N,
Then for all k > N and x € B,
p(fil@). £(2) < p(fula), fula)) + p(fula). f(@)) < 5+ 5 = ¢
in which we choose ¢ > max{N, N, } to conclude the inequality. o

Theorem 5.7. Let (M,d) and (N, p) be two metric spaces, A = M be a set, and fr: A — N
be a sequence of continuous functions converging to f : A — N uniformly on A. Then f is
continuous on A; that is,

lim f(z) = lim lim fi(z) = lim lim fi(z) = f(a).

T—a r—a k—oo k—o0 z—a

Proof. Let a € A and € > 0 be given. Since {f;}2; converges uniformly to f on A, 3N >0
such that

p(fr(z), f(z)) <§ VkE>=Nandzxe A.

By the continuity of fn, 30 > 0 such that
p(fn(z), fn(a)) < g whenever x € D(a,d) n A.
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Therefore, if z € D(a,d) n A, by the triangle inequality

p(f(@), f(a)) < p(f(@), fn(2)) + p(fn(@), (@) + p(fx(a), f(a))
e € ¢
3 + 3 + 3= €;
thus f is continuous at a. o
k
Example 5.8. Let f; : [0,2] — R be given by fi(z) = . —T—:c’“' Then
1. For each a € [0,1), fr(a) — 0 as k — oo;
2. For each a € (1,2], fr(a) » 1 as k — oo;
3. Ifa=1, then fy(a) = % for all k.
0 ifzel0,1),
Let f(x) = % ife=1, Then {fy}72, converges pointwise to f. However, {fi}72,
1 ifxe(L,2.

does not converge uniformly to f on [0,2] since fj are continuous functions for all £ € N
but f is not.

Remark 5.9. The uniform limit of sequence of continuous function might not be uniformly
continuous. For example, let A = (0,1) and fi(x) = L forall ke N. Then {fr}i2, converges
xr
uniformly to f(z) = l, but the limit function is not uniformly continuous on A.
x
Theorem 5.10 (Dini’s Theorem). Let K be a compact set, and fy, : K — R be continuous

forallk € N such that fr < frr1 forallk € N. If{ fi,}{2, converges pointwise to a continuous

function f: K — R, then {fr};2, converges uniformly to f on K.

Proof. Suppose the contrary that there exists € > 0 such that for all £ € N, the set

Fy={z e K| f(z) ~ fulx) > )

is non-empty. Note that since f < fry1 for alln € N, Fj, 2 Fj.4 for all £ € N. Moreover, by
the continuity of fr and f, F} is a closed subset of K; thus Fj is compact. Therefore, the
nested set property for compact sets (Theorem 3.32) implies that ﬂle F}, is non-empty. In
other words, there exists x € K such that f(x) — fx(z) = € for all n € N which contradicts
to the fact that f, — f p.w. on K. =

Theorem 5.11. Let I < R be a finite interval, f,, : I — R be a sequence of differentiable
functions, and g : I — R be a function. Suppose that {fk(a)};;o:l converges for some a € I,

and {f;.}72, converges uniformly to g on I. Then
L. {fr}i2, converges uniformly to some function f on I.
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2. The limit function f is differentiable on I, and f'(x) = g(x) for all x € I, that is,

lim file) = Jim i) = - Jim i) = '),

k—o0 —oo dx

Proof. 1. Let € > 0 be given. Since {fk }k | converges to f(a {fk )}2021 is a Cauchy
sequence. Therefore, 3 N7 > 0 such that

| fr(a) = fola) <§ Vk, (=N

By the uniform convergence of { f,;},;“;l on I and Proposition 5.6, 3 Ny > 0 such that

’fé(x) Vk, (> Nyandxel,

()] < ==
2|f |

where |I| is the length of the interval.

Let N = max{Nj, No}. By the mean value theorem, for all £,/ > N and x € I, there

exists £ in between x and a such that

elx — al
2|1]

x 3

|fi(x) = fe(@) = fala) + fe(a)| = [£i(&) = fi©)llx —al <

thus for all £,/ > N and x € I,

DN ™

[fla) = fol@)| <[ fula) = fula)| +5 < 5 +5 ==

Therefore, Proposition 5.6 suggests that {fi}72,; converges uniformly on I.

2. Suppose that the uniform limit of {fx}2, is f. Let x € I be a fixed point, and define

/Ol 11C) T ft) — f(z)
Pi(t) = t—2 ’ " and o(t) = t—=
fi(z) ift=u, g(x) ift=ux.

Then ¢y, is continuous on I for all k € N, and {¢x}{, converges pointwise to ¢.

iftel, t+#x,

Claim: {¢x}{, converges uniformly to ¢ on I.

Proof of claim: Let ¢ > 0 be given. Since {f}};2, converges uniformly on I, 3N > 0

such that
su?‘f,g(t)—fé(t)‘ <e Vk, (>N
Since
| fe(t) = fr(x) = fo(t) + fo(2)] ftatel
|0 (t) — do(t)]| = |t — | 7 ’
| fi(x) = filx)| ift=uz,

by the mean value theorem we obtain that

|0e(t) — ¢e(t)| < sup|fi(s) — fi(s)| <e  Vk{>=Nandtel.

sel

Finally, by Theorem 5.7, ¢ is continuous on [; thus
f'(@) =lim ¢(t) = ¢(x) = g(x) . .

t—x

109



Example 5.12. Assume that f; : I — Ris differentiable for all k € N, and { f; }}2_; converges
uniformly to g on I. Then {f;}{; might NOT converge. For example, consider fi(z) = k.
Then f;, =0 but {f}{, does not converge.

Example 5.13. Assume that f, : I — R is differentiable for all £ € N, and {fi}72,
converges uniformly to f on I. Then f might NOT be differentiable. In fact, there are
differentiable functions fy : [a,b] — R such that f; converges uniformly to f on [a,b] but f

is not differentiable. For example, consider

ﬁxQ if ‘x| < =
2

fu(z) =
|x\—i if - <z <1
2k k
Observe that fr(—z) = fi(x), so it suffices to consider x > 0.

1. Let f(x) = |z|. Then f; — f uniformly:

sup ‘fk(:v) — f(a:)’ = sup} |fk(3:) — x‘ = max{ sup ‘fk(x) — a:‘, sup }fk(a:) — x‘}

ze[—1,1] z€(0,1 xe[O,%] xe[%,l]

ka? 1
:max{ sup ‘7—1", sup |x———x‘}
e[

xE[D,%} T 2k
ka? k1 1 3
< sup ‘7|—|—}x‘<§(E)2+E:%—>Oask—>oo.

z€(0,%]

1
2. To see if f are differentiable, it suffices to show f,’f(%) exists.

1 1 1 .
L hEEm -l 1) G g g A0
fez) = Jim h =Y ko 1
—> —> et 2_7 .
(P — o <0
1 (A ifh>0
=y h+§h2 ifh<0
Example 5.14. Assume that f; : [-1,1] — R be given by
( 0 if v e [~1,0],
k? _ 1
f() ?xQ lf$6(o,%],
)= 9 K, 22 12
1_?@_%) 1f:z:e(%,%],
\ 1 if ve(,1].
( 0 if z € [-1,0],
k2x if x e 0,1},

Then f;(x) = < 2
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uniformly on [—1, 1]. We note that {fj}7_, converges to a discontinuous function
0 ifxe[-1,0],
f<x)_{ 1 ifaze(0,1],

so the convergence of {fi}7, cannot be uniform on [—1,1].

Example 5.15. Suppose f; : [0,1] — R are differentiable on (0,1) and f; converges uni-
formly to f on [0, 1] for some f : [0,1] — R. Does f; converge uniformly?

(12
Answer: No! Take f, = Sm(: z)

,k=1,2,---, then f; — 0 uniformly on [0, 1] since

sin(k%x)

sup |fi(z) — 0| = sup |
x€[0,1] z€[0,1]

Now fi(x) = kcos(k*x) and f}(0) =k — o0 as k — 0.

1 )
}égigggozse%%vk(x)—m:o.

Example 5.16. There are differentiable functions fy : [a,b] — R such that f; converges
x

. . ! : / _
uniformly to f on [a,b] but kh—>nolo fi # (kh_I)Iolo fr)'. For example, take fy(x) = T on
[_1 1] Then f/<$) — 1_7k2$2

1
— O| = lim — =0, f} converges uniformly to 0 on [—1,1].

1. Since lim sup lim o
—00

| X
k—o0 ze[—1,1] 1+ k2x2

2. (Jim fi(x))' =0 =0.

. 1 — k22 1 ifx=0,
3. k}lm fi(x) = lim = Note that f; does not converge
—00

ko (1+k222)2 | 0 ifz #0,

x‘ <1
uniformly.
Theorem 5.17. Let fi : [a,b] — R be a sequence of Riemann integrable functions which
converges uniformly to f on [a,b]. Then f is Riemann integrable, and
b b b
lim J fr(z)dx = J lim fi(x)de = f f(z)dx. (5.1.1)
k—o0 a a k—00 a
Proof. Let € > 0 be given. Since {f;};>; converges uniformly to f on [a,b], 3N > 0 such

that
€

Since fy is Riemann integrable on [a, b], by Riemann’s condition there exists a partition P
of [a,b] such that

Vk > N and z € [a,b]. (5.1.2)

3

U(fn,P) = L(fn,P) < 3

Using (4.7.3), we find that
U(f>73> _L(fap) = U(f_fN+fN7P) _L(f_fN+fN7P)
<U(f—fv,P)+U(fn,P) = L(f — fn,P) = L(fn,P)

<— (-a)+ (b—a) + U(fn,P) — L(fn, P)

4(b — a)
<S4+
4

£
4(b — a)

E 6—6'
4 2 77
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thus by Riemann’s condition f is Riemann integrable on [a, b].
Now, if £k > N, (5.1.2) implies that

a

4(b—a)

f: fiu(x)da Lbf(x)dx‘ - f (o) - f(@))da| < f b | fil@) — F(a)|da
9
<

(b—a)zzl<5

~

which suggests (5.1.1). o
Example 5.18. Let {gx};>; be the rational numbers in [0, 1], and

0 ifxE{CIhQQW“ )Qk}a
1 otherwise.

fu(@) :{

Then f; converges pointwise to the Dirichlet function

0 ifzeQnl0,1],

f(x):{ 1 ifzel0,1\Q.

However, { fx}72; does not converge uniformly to f since f; are Riemann integrable on [0, 1]
for all £ € N but f is not.

Example 5.19. Let fi : [0,1] — R be functions given in Example 5.14, and let g, = f;.
1

Then {gx}72, converges pointwise to 0, but J gr(x)dx =1 for all ke N.
0

5.2 Series of Functions and The Weierstrass M-Test

Definition 5.20. Let (M,d) be a metric space, (V,| - |) be a norm space, A € M be a
Q0

subset, and g, g : A — V be functions. We say that the series > g converges pointwise to
k=1

0
g, and write > g, = g p.w. if the sequence of partitial sum {s,}*2_; given by

k=1
n
Sp = Z gk
k=1
0
converges pointwise to g. We say that > g, converges to g uniformly on B € A if {s,}>_,
k=1

converges uniformly to g on B.

0
Example 5.21. Consider the geometric series Y| z*. The partial sum s,, is given by
k=0

1 — xn—i—l

if 1
sp(z) = —s T

n+1l ifz=1.

Then
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0
1
1. Y 2F converges pointwise to g(z) = . in (—1,1).
k=0 T

a0
2. Y 2¥ does not converge pointwise in (—oo, —1] U [1, o).

k=0
o0
3. > 2* converges uniformly on (—a,a) if 0 < a < 1 since
k=0
‘w‘n-i-l ||+
sup |s,(z) —g(z)| = sup — 0 as n — .
S ) o)l = s T <

o0
4. > 2* does not converge uniformly on (—1,1) since sup |s,(z) — g(z)| = .
k=0 we(—1,1)

The following two corollaries are direct consequences of Proposition 5.6 and Theorem

5.7.

Corollary 5.22. Let (M,d) be a metric space, (V,||-|) be a complete normed vector space,
o0

A< M be a subset, and gy : A — V be functions. Then . g converges uniformly on A if
k=1
and only if

n

Ve>0,3N>05 | Z g(@)]|<e  Vn>m=NandzecA.
k=m+1

Corollary 5.23. Let (M,d) be a metric space, (V,| -||) be a normed vector space, A < M
e}
be a subset, and gp,g : A — V be functions. If g : A — V are continuous and >, gi(x)

k=1
converges to g uniformly on A, then g is continuous.

Theorem 5.24. Let f : (a,b) — R be an infinitely differentiable functions; that is, f*(x)
exists for all k € N and = € (a,b). Let ¢ € (a,b) and suppose that for some 0 < h < o0,
|f®)(z)| < M forallz € (c—h,c+h) < (a,b). Then

Zf x—ck Vze(c—h,c+h).

Proof. First, we claim that

n (k) c T — )"
-3 k!( )z — o + (_an W=D sty Vae(@b).  (5.2.1)

By the fundamental theorem or Calculus (Theorem 4.89) It is clear that (5.2.1) holds for
n = 0. Suppose that (5.2.1) holds for n = m. Then

m+1

f<x>=2f | x—ck+<—1>m[—<y”>

(m+1)! f )

y=r f (y — )™
¢ (m+1)

£ (y)dy|

Yy=c

m+1

-5

T

(w0 -1y %ﬂm*? (4)dy
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which implies that (5.2.1) also holds for n = m+ 1. By induction (5.2.1) holds for all n € N.
n  r(k)
Letting s,(z) = >, fk‘(c)(:c —¢)¥, then if z € (¢ — h,c+ h),
k=0

M.

Ihn hn+1
sule) = )| <| | Sevran] < 2

n+1 hn+1

M =0, 3N > 0 such that

Let € > 0 be given. Since lim ’M <eifn>N. Asa

n—w n! n!

consequence, if n = N,

|sn(z) — f(z)] <& whenever n > N. o

$2k+1

R converges to sin z uniformly on any bounded

o0
Example 5.25. The series Y. (—1)*

k=0
subset of R.

Theorem 5.26 (Weierstrass M-test). Let (M,d) be a metric space, (V, | -|) be a complete

normed vector space, A = M be a subset, and g, : A — V be a sequence of functions.

0
Suppose that 3 My, > 0 such that sup |gx(z)| < My for allk € N and >, My converges. Then
z€A k=1

ee}
gr converges uniformly and absolutely (that is, Y, |gx| converges uniformly) on A.
1 k=1

8

k

Proof. We show that the partial sum s, = gi satisfies the Cauchy criterion. Let € > 0

k=1
e¢] n

be given. Since ». M} converges (which means >, Mj converges as n — ), there exists
k=1 k=1
N > 0 such that

i Mk:‘ i Mk‘<s Vn>m>N.

k=m+1 k=m+1
Therefore,
H Z gk(iﬂ)HS Z g ()] < Z My <e Vn>m=>=NandzeA.
k=m+1 k=m+1 k=m+1
Apply Proposition 5.6 to the sequence {s,}> ;, we conclude the theorem. O

Theorem 5.7 and 5.26 together imply the following

Corollary 5.27. Let (M,d) be a metric space, (V.| -|) be a complete normed vector space,

A < M be a subset, and g, : A — V be a sequence of continuous functions. Suppose that
o0

0
I My, > 0 such that sup ||gi(x)|| < My for all k € N and >, My converges. Then . g is
z€A k=1 k=1
continuous on A.
k2 2k
) < 1

k!

Example 5.28. Consider the series f(x) = Z ( ) . For all x € [-R, R], ( ()

!
=\ k!
Moreover,

R2(k+1) R2k R?
li =1 =0;
S O e e e T
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© k

thus the ratio test and the Weierstrass M-test suggest that the series Z (%) converges

uniformly on [—R, R]. Corollary 5.27 suggests that f is continuous on [_—R, R]. Since R is

arbitrary, we find that f is continuous on R.

o0
Example 5.29. Let {ax}}2, be a bounded sequence. Then Z %xk converges to a contin-
k=0 "

uous function.

. . & cos(2k + 1)z
Example 5.30. Consider the function f(z) = = - kZO k12

(much later) that f(z) = |z| for all z € [—m, 7], and by the Weierstrass M-test it is easy to

see that the convergence is uniform on R.

We can in fact show

O x

Figure 5.1: The graph of some partial sums

5.3 Integration and Differentiation of Series

The following two theorems are direct consequences of Theorem 5.11 and 5.17.

ee]
Theorem 5.31. Let g, : [a,b] — R be a sequence of Riemann integrable functions. If . g

k=1
converges uniformly on |a,b], then

[ By = Lot

Theorem 5.32. Let gy, : (a,b) — R be a sequence of differentiable functions. Suppose that
0 e}

> g converges for some c € (a,b), and Y, g converges uniformly on (a,b). Then
k=1 k=1

AR yPALS

Definition 5.33. A series is called a power series about c or centered at c if it is of

o0
the form Y ax(x — ¢)* for some sequence {a;};°, < R and c € R.

Proposition 5.34. If a power series centered at ¢ is convergent at some point b # ¢, then

the power series converges pointwise on (¢ —|b—c|,c+ |b—c|), and converges uniformly on

o, 8] if [, ] < (e = |b = cf, e+ |b = ).
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0

Proof. Since the series Y. a(b — ¢)* converges, |a|[b — ¢|* — 0 as k — oo; thus 3IM > 0
k=0

such that |ag||b — c[f < M for all k.

a0
1. z€(c—|b—c|,c+|b—cl|), the series > ax(x — ¢)* converges absolutely since
k=0

o0 o0 e¢]

k ko klz—cff o (T =\
EH%@—@\<ZH%W—4<—Zka—dw_dk<M§:“hﬁ)

k=0 k=0 k=0 k=0

which converges (because of the geometric series test or ratio test).

6 —c| la—¢
b—c|’ |b—c|

2. Let r = max«{ } Then 0 < r < 1, and |ag(z — ¢)f| < Mr* if z € [a, 3]

a0

Therefore, the Weierstrass M-test implies that the series Y ap(z — ¢)¥ converges
k=0

uniformly on [«, 5]. o

By the proposition above, we immediately conclude that the collection of all x at which
the power series converges must be connected; thus is an interval or a point. Moreover,
if the interval contains point other than ¢, the interior of this interval must be symmetric

about c. These observations induce the following

Definition 5.35. A number R is called the radius of convergence of the power series
a0

> ap(x — ¢)* if the series converges for all z € (¢ — R,c+ R) but diverges if z > ¢+ R or
k=0
r < c¢— R. In other words,

0
R=sup{r=>0]| Z ar(z — ¢)* converges in [c — r,c + 7]} .
k=0

The interval of convergence or convergence interval of a power series is the collection

of all x at which the power series converges.

Remark 5.36. A power series converges pointwise on its interval of convergence.

Q0

Theorem 5.37. Let > ap(x — ¢)F be a power series with convergence interval I, and
k=0

[a, B] € int(I) = (c— R, c+ R) be a closed interval (in which R is the radius of convergence).

Then

0

1. The power series Y. ax(x — ¢)* converges uniformly on o, f].
k=0

0
2. The power series Y. (k + 1)ap1(z — ¢)F converges pointwise on (¢ — R,c+ R), and
k=0

converges uniformly on |a, (3].
Proof. 1. It is simply a restatement of Proposition 5.34.
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0

2. By 1, it suffices to show that the power series Y. (k+1)ag,1(x—c)* converges pointwise
k=0

on (¢ — R,c+ R). Clearly the series converges at © = ¢. Let x € (¢ — R,c+ R) and

x # c. Define
r+C+R .
—— ifzx>c,
b 2
x+C—-R .
—— ifr<ec.
2
Thenifr—‘x ’0<r<1and
b—c|’
;(mmakﬂux—q Z 1)agsa|lb — cf <H> <MY (k+ 1)t
Q0
for some M > 0. Note that the ratio test implies that the series > (k+ 1)r* converges
k=0

o0
if 0 < r < 1; thus the series Y. (k+1)|ags 1|7 — c|[¥ converges by the comparison test.?

k=0
Corollary 5.38. A power series i ar(z — c)* is differentiable in the interior of its interval
of convergence I. Moreover, =
d < .
Ekzzo z —c)" Zk:akx—c Vaeiint(l).

a0
Corollary 5.39. A power series >. ap(x—c)¥ is Riemann integrable on any closed intervals
k=0

contained in the interior of its interval of convergence I. Moreover, if la, 5] < int(I), then

L Z_:Oak(:v —c)fdr = ;ak Lﬁ(x —o)fdz

Example 5.40. Let {a;};>, be a bounded sequence. Then

dd(zak k:) S _Ooak+1k
t k=1 k=0 k!
Example 5.41. We show J e“dr = e — 1 as follows. By Theorem 5.24, e” i 3;: and
the convergence is uniform on any bounded sets of R; thus Corollary 5.39 suggesktsoth.at
t t Ok 0otk 0 gkl 0 4k
Le’”dmz Oéydx:;ﬁﬁdx:’;_ml)! =Y g=c-1

d 0 .%'k 0 0
Example 5.42. d—( >, ?> = Y bt = 2* for all z € (—1,1); thus
z

k=1 k=1 k=0
d (& ak 1



As a consequence
tk
Z J g dx = —log(1l —1t) Vte (—1,1). (5.3.1)
x

Using the alternatlng series test, it is clear that the left-hand side of (5.3.1) converges at
t = —1. What is the value of

e}

(—1)* 1 1 1 1 1
_2: S e R B
~k 2" 576"

= 3 4 5
d zk L 1 x™
: : a ) = — = — 1 i h
Consider the partial sum - (kzl ? ) ;0 x 1T . 1. ntegrating bot
sides over [—1,0],
no(_1)k 0 n 0 1
‘ (=1) SJ ﬂdxéf (—x)"dx = — 0 as n — o;
k‘=1 k: _1 ]_ - ZE _1 n + 1
thus
1 + L1 + = + log 2
_ — —_ — — —_ = .. O
2 1 &

In other words,
> T =—log(l—1) Vte[-1,1).
k=1

o0

0
Example 5.43. It is clear that 1_: = Y (—=2®)*F = S (=1)*2% for all z € (—1,1). So if

R ) k=0
e(—1,1),
tan_lx: J Ytk dt = Z J Ytk dt

0 3 5 7
— Z t2k+1
“ k+1

= A
=Tt —
The right-hand side of the identity above converges at x = 1. What is the value of
i (-1 R

t=0 3 5 7
= — - — =47
ok +1 3.5 7

Mimic the previous example, we consider

T N _12\n+1 T (_ 12\n+1
tan_lx:f dt :J Ldt—l—f Ldt

o 1+1¢2 0 1+¢2 o 1+t
— f i(—l)kt%dt + Jw ﬂdt
0 k=0 o 1+
n T x _t2)n+1 n (_1)k T (_tQ)nJrl
= —1)*t%*at + f =™ dt =) gt 4 J ~————dt;
k:OL( ) 0o 1412 ];)%Jrl o 1412

thus plugging x = 1,

n (_l)k t2(n+1) 1 1
‘tan_ll—z <J th\f 20D g — — (0 asn — .
k:02k+1 o 1+1 0 2n + 3

Therefore,



5.4 The Space of Continuous Functions

Definition 5.44. Let (M,d) be a metric space, (V.| - |) be a normed vector space, and
A < M be a subset. We define €' (A;V) as the collection of all continuous functions on A

with value in V; that is,
¢(A; V) ={f:A—V|fis continuous on A} .

Let 6,(A; V) be the subspace of €’ (A; V) which consists of all bounded continuous functions
on A; that is,
€h(A; V) = {f e €(A;V)|f is bounded} .

Every f € €,(A; V) is associated with a non-negative real number | f|, given by
[flloe = sup {f(z)] |2 € A} = sup 1f ()]
xTe

The number | f| is called the sup-norm of f.

Proposition 5.45. Let (M, d) be a metric space, (V,||-|) be a normed vector space, A < M

be a subset.
1. €(A;V) and 6,(A; V) are vector spaces.
2. (G4(A; V), | - |) is a normed vector space.
3. If K <€ M is compact, then € (K;V) = €,(K; V).
Proof. 1 and 2 are trivial, and 3 is concluded by Theorem 4.21. =

Remark 5.46. In general | - |, is not a “norm” on € (A;V). For example, the function
flz) = % belongs to €'((0,1); R) and ||f|. = o0. Note that to be a norm | f|, has to take

values in R, and oo ¢ R.

Proposition 5.47. Let (M,d) be a metric space, (V,||-|) be a normed vector space, A < M
be a subset, and fi, f € €,(A; V) for all k € N. Then {fi}, converges uniformly to f on A
if and only if {fr}i, converges to f in (€(4;V),] - |«)-

Proof. The equivalency is obvious since klim sup | fr(x) — f(z)]| = klim Ifx — fllo- o
=% geA —0

Theorem 5.48. Let (M, d) be a metric space, (V,||-|) be a normed vector space, and A < M
be a subset. If (V, |- |) is complete, so is (€,(A; V), ]+ o).

Proof. Let {f,}7, be a Cauchy sequence in (¢,(4;V),| - |«). Then
Ve>0,3N >0 3 |fx— fil|low <eif k, = N.
By the definition of the sup-norm, the statement above suggests that

Ve>0,3N >0 3 |fr(x) — fo(zx)| <e ifk,f=>Nandaxe A
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which implies that {fi};2, satisfies the Cauchy criterion. By Proposition 5.6, {fi}72, con-
verges uniformly to some function f on A. By Theorem 5.7, f € €(A; V).
Claim: f is bounded on A (which further suggests that f € 6;,(A;V)).

Proof of claim: Since {fi}}2, converges uniformly to f on A, 3N > 0 such that
[fe(z) = f(z)| <1 Vk=NandzxzeA.
Suppose that | fx(x)| < M for all z € A. Then if z € A,
[f @) < lfw2) = Fl@)] + [fn(e)| <1+ M
which implies that f is bounded. Finally, we conclude the theorem by Proposition 5.47. o
Definition 5.49. A Banach space is a complete normed vector space.

Example 5.50. The set B = {f e ¢([0,1]; |f > 0 for all z € [0, 1]} is open in

Reason: Let f € B be given. Since [0, 1] is compact and f is continuous, by the extreme

value theorem 3 xq € [0, 1] so that i%fl} f(z) = f(xg) > 0. Take e = f(;?o). Now if g is such
z€|0,

that g — flhe = sup [g(a) ~ f(2)] < = = PE0) e have for any y & [0,1],
o(6) = )| < s o)~ /(0] < fito)
= f(y) - fg()) <gly) < fly) + f(g())
= 40 > 1) = T8 o pagy - L0 T

Therefore, g € B; thus D(f,¢) < B.

<

@) T

Figure 5.2: g € D(f,¢) if the graph of g lies in between the two red dash lines

Example 5.51. Find the closure of B given in the previous example.
Proof. Claim: cl(B) = {f € €([0,1],R) | f(z) = 0}.
Proof of claim: Weshower{fe%Ol )| f(z) =0}, 3fe B3 |fi— flo— 0as
k—>oo.Takefk():f()+%,thenfkeB(,fk() 0), and
1 1

| fr = flleo = sup ‘fk ‘\Supkzz——ﬂ)ask‘ﬁoo. o
z€(0,1] z€(0,1]
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5.5 The Arzela-Ascoli Theorem

5.5.1 Equi-continuous family of functions

The first part of this section is devoted to the investigation of the difference between the

pointwise convergence and the uniform convergence of sequence of functions.

Definition 5.52. Let (M, d) be a metric space, (V,| - |) be a normed vector space, and
A < M be a subset. A subset B € %,(A;V) is said to be equi-continuous if

Ve>0,30 >0 3| f(z1) — f(z2)|]| <e whenever d(z1,z3) <, 1,220 € A, and f € B.

Remark 5.53. 1. If B < %,(A;V) is equi-continuous, and B’ is a subset of B, then B’ is

also equi-continuous.
2. In an equi-continuous set of functions B, every f € B is uniformly continuous.

Remark 5.54. For a uniformly continuous function f, let d7(¢) (we have defined this
number in Remark 4.51) denote the largest § that can be used in the definition of the
uniform continuity; that is, d¢(¢) has the property that

If(z) — f(y)| <e whenever d(z,y) <d,z,ye A < 0<9<(e).

Suppose that every element in B < %,(A;V) is uniformly continuous on A. Then B is

equi-continuous if and only if }ntf; dr(e) > 0.
€

Example 5.55. Let B = {f € 4,((0,1); V) ||f/(z)| < 1 for all z € (0,1)}. Then B is equi-

continuous (by choosing § = ¢ for any given €, and applying the mean value theorem).

Example 5.56. Let f; : [0,1] — R be a sequence of functions given by

( 1
ful@)={ 2—ke ifL<a<?
k k'’
2
s 2
0 if x i

\

and B = {fi}7;. Then B is not equi-continuous since the largest J for each k is % which

converges to 0.

Lemma 5.57. Let (M, d) be a metric space, (V,|-|) be a normed vector space, and K < M

be a compact subset. If B < €(K;V) is pre-compact, then B is equi-continuous.

Proof. Suppose the contrary that B is not equi-continuous. Then 3¢ > 0 such that
1
VkeN g, yp € K and fy € B 3 d(wg, yr) < z but || fx(zx) — fe(yr)| = €.

121



Since B is pre-compact in (€ (K;V),| - |lx) and K is compact in (M,d), there exists a
subsequence { Tk, };il and {zy, }72, such that { Tx; }jczl converges uniformly to some function
fe (C(K;V), |- |) and {ay,}72; converges to some a € K. We must also have {y,}%2,
converges to a since d(zy;, y,) < e
Since f is continuous at a,

36 >0 5 |f(z) — fla)] <§ if 2 € D(a,8) N K.

Moreover, since { fkj}jzl converges to f uniformly on K and xy,,yx;, — aasj — 00, IN >0

such that

| £, (z) — f(2)] < % ifi>NandreK

and

|lzg, —al <6 and |yr, —af <0 if j > N.

As a consequence, for all j > N,

e < | fi, (@) = ooy i) < | Sy () = (i) + [ f(@n,) = f(a)]
4e

() = F@)] + 17 s,) — fiy )] < £

which is a contradiction. o

Alternative proof of Lemma 5.57. Suppose the contrary that B is not equi-continuous. Then
de > 0 such that

1

VkeN, 3z, yp € K and fr € B 3 d(zg, yx) < k

but | fr(wx) — felyw)| = €.

Since B is pre-compact in (%”(K V), || - Hoo), there exists a subsequence { fkj}j.o:l converges
to some function f in (¢'(K;V), ]| |lw). By Proposition 5.47, {fkj}jo:l converges uniformly
to f on K; thus there exists N; > 0 such that

£ (@)= f@)| < Viz=Nandzek.
Since f € €(K;V), by Theorem 4.52, f is uniformly continuous on K; thus
16> 03|f(x) - fy)| < Z if d(z,y) <6 and z,y € K .
For one of such a ¢, there exists Ny > 0 such that
d(xg,yr) <6 Yk =Ns.

Therefore, d(xx;,yx,) < 6 if j = Ny (this is because k; > j for all j € N); thus for all
j = maX{Nl,NQ},

3¢

& < [y ;) = ey (g )| < Wy (g ) = F Qo)+ 1 s ) = F Qo ) 1 Q) = s (s ) <

which is a contradiction. o
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Corollary 5.58. Let (M, d) be a metric space, (V, |-||) be a normed vector space, and K < M

be a compact subset. If {fr}i2, converges uniformly on K, then {fi};", is equi-continuous.

Example 5.59. Corollary 5.58 fails to hold if the compactness of K is removed. For
example, let {f;}72; be a sequence of identical functions fi(x) = % on (0,1). Then {fi},
converges uniformly on (0, 1) but {fx}{2; is not equi-continuous since none of fj, is uniformly

continuous on (0, 1) which violates Remark 5.53.

We have just shown that if { f5}72 ; converges uniformly on a compact set K, then {fi}7~,
must be equi-continuous. The inverse statement, on the other hand, cannot be true. For
example, taking {fi}7>; to be a sequence of constant functions fi(xz) = k. Then {fr}72,
obviously does not converge, not even any subsequence. Therefore, we would like to study
under what additional conditions, equi-continuity of a sequence of functions (defined on
a compact set K') indeed converges uniformly. The following lemma is an answer to the

question.

Lemma 5.60. Let (M,d) be a metric space, (V,| -|) be a Banach space, K < M be a
compact set, and {fr}_, € € (K;V) be a sequence of equi-continuous functions. If {fr}i,
converges pointwise on a dense subset E of K (that is, E € K < cl(F)), then {fi}i,

converges uniformly on K.
Proof. Let € > 0 be given. By the equi-continuity of {fx}{,
35 >0 3 | fu(z) — fuly)| < g if d(z,y) <0, z,ye K and ke N.

Since K is compact, K is totally bounded; thus

" 5
Hyr, -yt €K 2K < Ulp(yj,Q).
]:
By the denseness of E in K, for each j = 1,---,m, 32; € E such that d(z;,y;) < g
Moreover, D (y;, g) < D(z;,0); thus K < .UlD(Zj’ d). Since { fx}, converges pointwise on
]:
E, {fr(2;)}, converges as k — oo for all j =1,--- ,m. Therefore,
€
AN; >0 3 fu(z) = fulz)l <5 VE L= N;.
Let N = max{Ny,---, N}, then
£ .
[foCzs) = fezp)l <5 VhE>Nandj=1,---,m.

Now we are in the position of concluding the lemma. If z € K, there exists z; € E such
that d(z, z;) < 0; thus if we further assume that k,¢ > N,

| fe(w) = felx) | < [ fele) = fulz) |+ [1e(z) = fe(zi) + 1felz5) = folz)] < e
By Proposition 5.6, { fi}72,; converges uniformly on K. o

Remark 5.61. Corollary 5.58 and Lemma 5.60 suggest that “a sequence { fy}72, € € (K;V)
converges uniformly on K if and only if {f;}{, is equi-continuous and pointwise convergent

(on a dense subset of K)”.
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5.5.2 Compact sets in €(K;V)

The next subject in this section is to obtain a (useful) criterion of determining the compact-
ness (or pre-compactness) of a subset B € € (K;V) which guarantees the existence of a

convergent subsequence { fi, }50:1 of a given sequence {fi}i2; € B in (€(K;V),| - [x)-

Lemma 5.62 (Diagonal Process). Let E be a countable set, (V,| -|) be a Banach space,
and fr : . — V be a sequence of functions. Suppose that for each x € E, {fk(m)}zozl is
pre-compact in V. Then there exists a subsequence of {fx}w_, that converges pointwise on
E.
Proof. Since E is countable, E' = {x,}2,.

1. Since {fk(xl)}zo:l is pre-compact in (V, |- ), there exists a subsequence { fy, }?;1 such

that {fkj(fM)};O:l converges in (V, || - ||).

2. Since {fk(xQ)}Zozl is pre-compact in (V, |- |), the sequence {fkj(:vg)};ozl c {fk(xg)}]zo:l
has a convergent subsequence { i, (@)}Zl.

Continuing this process, we obtain a sequence of sequences S, Ss, - -+ such that
1. Sy consists of a subsequence of {fi}; which converges at x, and
2. Sk 2 Skyq for all ke N.

Let gi, be the k-th element of S;. Then the sequence {g;};°, is a subsequence of {fi},

and {gx}{, converges at each point of E. o

The condition that “{ fk(x)}zozl is pre-compact in V for each x € E” in Lemma 5.62

motivates the following

Definition 5.63. Let (M,d) be a metric space, (V.| - |) be a normed vector space, and

compact
A < M be a subset. A subset B € %,(A;V) is said to be pointwise pre-compact if the
bounded
compact
set B, = {f(z)|f € B} is pre-compact in (V,]|-|) for all z € A.
bounded

Example 5.64. Let f; : [0,1] — R be given in Example 5.56, and B = {fx};>;. Then B is
pointwise compact: for each x € [0,1], B, is a finite set since if fz(0) = 0 for all k£ € N, and

if z >0, fr(x) =0 for all k large enough which implies that #B, < co.

APiE™ kg €(K;V) A& 1 compact sets 3 HAZHFEET - gAAPLG R
P B < %(K;V) 4_compact set ° ¥ %~ B S0#?| {fi})2, € B> AP Earg i 7 o 45 1)
- B £ sup-norm T 4T a0 subsequence { fx; }j’;l ( # sequentially compact ) » @ Diagonal

Process (Lemma 5.62) %> X PR & K P $5- B+ E & F R F {fil, & F 2
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&_ pointwise pre-compact (& B0 T % 7T ¥ 1135 T subsequence FWET AT ) 0 RIS 4
4 Lemma 5.60 n§[es » & F Frig 4e b equi-continuity ik % 2 {5 > R BT A § HiF T YT
& FIP o fp R AP € & R B & & pointwise pre-compact # 3 equi-continuous &
Bigit kD B £ C(K;V) © & compact set o @ f— # compact set K ® it 7 it 35 |
- BRERFEENELD T 2B Lemma #7k ik o

Lemma 5.65. A compact set K in a metric space (M,d) is separable; that is, there exists
a countable subset E of K such that cl(F) = K.

Proof. Since K is compact, K is totally bounded; thus Vn € N, 3 F,, € K such that
1

D(y, ﬁ) .

#FE, <o and K < U

yeby,

Let £ = U E,. Then FE is countable by Theorem 1.42. We claim that cl(E) = K.

To see th1s first by the deﬁn1t1on of the closure of a set, cl(F) € K (since K is closed).
Let z € K. Since K < D(y, ) T € D(y, ) for some y € E,,. Therefore, D(az l) NE #
yeEn
& for all n e N. This implies that z € E = cl(E). o
Theorem 5.66. Let (M,d) be a metric space, (V.| -|) be a Banach space, K < M be a
compact set, and B < € (K;V) be equi-continuous and pointwise pre-compact. Then B is
pre-compact in (€ (K;V), | - |x)-

Proof. We show that every sequence { fx};~, in B has a convergent subsequence. Since K is
compact, there is a countable dense subset E of K (Lemma 5.65), and the diagonal process
(Lemma 5.62) suggests that there exists { Tx; } that converges pointwise on E. Since F is
dense in K, by Lemma 5.60 { Jx; } converges unlformly on K; thus { Jx; } converges in
(€¢(K;V), | - ) by Proposition 5.47. o

Remark 5.67. Lemma 5.57 and Theorem 5.66 suggest that “a set B < %(K;)) is pre-
compact if and only if B is equi-continuous and pointwise pre-compact”. (That B is pre-

compact implies that B is pointwise pre-compact is left as an exercise).

Corollary 5.68. Let (M,d) be a metric space, and K = M be a compact set. Assume that
B < € (K;R) is equi-continuous and pointwise bounded on K. Then every sequence in B

has a uniformly convergent subsequence.

Proof. By the Bolzano-Weierstrass theorem the boundedness of { fk(:zc)}zc:l suggests that
{ fk(x)}zozl is pre-compact for all € E. Therefore, we can apply Theorem 5.66 under the
setting (W, || - |) = (R,]| - |) to conclude the corollary. D

The following theorem provides how compact sets look like in € (K; V).

Theorem 5.69 (The Arzela-Ascoli Theorem). Let (M,d) be a metric space, (V,| - ||) be
a Banach space, K < M be a compact set, and B < €(K;V). Then B is compact in
(%(K; V), |l - ||oo) if and only if B is closed, equi-continuous, and pointwise compact.
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Proof. “<” This direction is conclude by Theorem 5.66 and the fact that B is closed.

“="” By Lemma 3.10 and Lemma 5.57, it suffices to shows that B is pointwise compact.
Let v € K and {fk(w)}zo:l be a sequence in B,. Since B is compact, there exists a
subsequence { Jx; }20:1 that converges uniformly to some function f € B. In particular,
{ f1; (m)}jozl converges to f(z) € B,. In other words, we find a subsequence { f, (x)}jozl

of { fk(x)}zo:l that converges to a point in B,. This implies that B, is sequentially

compact; thus B, is compact. =
Example 5.70. Let f; : [0,1] — R be a sequence of functions such that
(1) |fe(x)] < M forall ke Nand z € [0,1]; (2) |fi(z)| < M, forall k € N and z € [0, 1].

Then {fi}72, is clearly pointwise bounded. Moreover, by the mean value theorem

which suggests that {fx}{, is equi-continuous. Therefore, by Corollary 5.68 there exists a
subsequence { fkj}j.o:l that converges uniformly on [0, 1].

Question: If assumption (1) of Example 5.70 is omitted, can {fi};~; still have a convergent
subsequence?

Answer: No! Take fi(z) = k, then {f}72, does not have a convergent subsequence (note

that fi is continuous and f(x) = 0; that is, Assumptions (1) (2) are fulfilled).

Example 5.71. We show that Assumption (1) of Example 5.70 can be replaced by f(0) =0
for all £ e N.

Proof. (a) If f,,(0) = 0, then by the mean value theorem we have for all x € (0,1] and k € N,
fr(x) — fx(0) = fi(ck)(x — 0). Then Assumption (2) of Example 5.70 suggests that
|fi() = fe(O)] = [ fr(en)|J2| < Mola| < My

which suggests that {f};2 is uniformly bounded by M.

(b) {fx}r, are equi-continuous (same proof as in Example 5.70). o

5.6 The Contraction Mapping Principle ( 1z %5p* & &
7 ) and its Applications

Definition 5.72. Let (M, d) be a metric space, and ® : M — M be a mapping. P is said

to be a contraction mapping if there exists a constant k € [0, 1) such that
d(®(x), (y) < kd(w,y)  Va,ye M.

Remark 5.73. A contraction mapping must be (uniformly) continuous.
Reason: Given ¢ > 0, take 6 = —, where k is set as in the definition of contraction. Now

if d(z,y) < 6, then

<
k?

d(®(z),@(y)) < kd(z,y) <k-—=c¢.

€
k
126



Example 5.74. For what r < 1 do we have f : [0,7] — [0, 7] where f(z) = z? a contraction?

Answer: By the mean value theorem, f(z) — f(y) = f'(¢)(x — y), ¢ between z,y; thus

[f(@) = FW)] = (0)le =yl = 2c]z —y| < 2r]z — y| < 2R|z —y].

Hence Vr < R < %, the map f : [0,7] — [0,7] is a contraction where f(z) = 22

x2—y2‘<k3‘x—y

On the other hand, suppose 3k € [0,1) a3V z,y € [O, ;, , then

|2* — 3|

sup <k<l.

m;éy,x,ye[o,%] “T - y’

1 1 1 1
Butwecantakexzi,ynzi—;,n:1,27-..7gg7yne[075],SO
e N .o 110
d o el = Jim G5 - ) =1
[2* ~ 7]

This means sup
a#y,w,yel0,1] [~y

< 1 is not possible.

Definition 5.75. Let (M, d) be a metric space, and ¢ : M — M be a mapping. A point

xg € M is called a fized-point for ® if ®(xy) = z.
2
Example 5.76. Let ® : R — R be given by ®(z) = i ;2. Then 1 is a fixed-point, and 2

is also a fixed-point.

Theorem 5.77 (Contraction Mapping Principle). Let (M,d) be a complete metric space,
and ® : M — M be a contraction mapping. Then ® has a unique fixed-point.

Proof. Let xy € M, and define x, 1 = ®(z,) for all n € N U {0}. Then
d(xpi1,T) = d(@(xn), (ID(xn_l)) < kd(zp, x,1) < k"d(x1,20) ;
thus if n > m,

d<xn7 xm) < d<xm7 xm+1) + d(merla xm+2) +---+ d<xn717 xn)

< (K™ + K™ 4+ BN d (2, o)
km

Since k € [0,1), lim f—kd(:ﬁl,xo) = 0; thus

m—00 —

Ve>0,3N >03d(zp,xy) < VYn,m=N.

In other words, {z,}_, is a Cauchy sequence. Since (M, d) is complete, x, — = as n — o
for some x € M. Finally, since ®(z,) = x,41 for all n € N, by the continuity of & we obtain

that

O(z) = lim O(x,) = lim x,1 =2
n—00 n—0o0
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which guarantees the existence of a fixed-point.

Suppose that for some =,y € M, ®(z) = x and ®(y) = y. Then

d(z,y) = d(P(z), ®(y)) < kd(z,y)
which suggests that d(x,y) = 0 or x = y. Therefore, the fixed-point of ® is unique. o

Remark 5.78. The proof of the contraction mapping principle also suggests an iterative
way, Try1 = P(xg), of finding the fixed-point of a contraction mapping ®. Using (5.6.1), the
convergence rate of {z,,}°_, to the fixed-point z is measured by
d(Ty,,r) = lim d(x,,, x,) < ——d(z1,20) .
(e, ) = lim d(p, 70) < (1, 70)

Therefore, the smaller the contraction constant k, the faster the convergence.
Remark 5.79. Theorem 5.77 sometimes is also called the Banach fixed-point theorem.

Example 5.80. The condition £ < 1 in Theorem 5.77 is necessary. For example, let M = R,
d(z,y) = |x — y|, and @ : R — R be given by ®(z) = 2 + 1. Then |®(z) — (y)| = |z — y|.
Suppose z, is a fixed-point of ®. Then z, = ®(x,) = x, + 1 which leads to a contradiction
that 0 = 1.

Example 5.81. Let ® : [1,00) — [1,0) be given by ®(z) =z + 1 Thenifz # v,
T

1 1

[90) = 0()| = e~ -+~ = [e =) (1= ) <le =y,

However, there is no fixed-point of ®.

Example 5.82 (The secant method). Suppose that f is continuously differentiable, f'(z) >
0 for all z € [a,b] and f(a)f(b) < 0. By the intermediate value theorem there must be a
(unique) zero of f. How do we find this zero?

Assume that sup f/(z) < oo. Let

z€(a,b]

M = max{ sup f'(x), — fla) () }—i— 1

z€la,b] b—a’b—a

f(z)

be a positive constant, and consider ®(x) = = — BV Then by the mean value theorem,

79
() By)| = [z — )1 - )| < (1

_ mingefe) (§)

\ )z —y| < klz -y,

where k € [0,1) is a fixed constant. Moreover, ®'(z) = 1 —

f;\(j) > 0; thus & is strictly
increasing. Since the choice of M implies that a < ®(a) < ®(b) < b; thus @ : [a,b] — |a, b].
Therefore, the contraction mapping principle suggests that one can find the fixed-point of ¢
(which is the zero of f) using the iterative scheme xy3 = ®(x) (by picking any arbitrary

initial guess zg € [a, b]).
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5.6.1 The existence and uniqueness of the solution to ODEs

In this sub-section we are concerned with if there is a solution to the initial value problem

of ordinary differential equation:

() = f(z(t),t) Ve [to,to+ At], (5.6.2a)

where x : [tg,tg + At] — R™ and f : R"™ x [ty,to + At] — R™ are vector-valued functions,
and zp € R" is a vector. Another question we would like to answer is “if (5.6.2) indeed has

a solution, is the solution unique?”

Theorem 5.83 (Fundamental Theorem of ODE). Suppose that for some r > 0, f :

D(xg,7) % [to, T] = R™ is continuous and is Lipschitz in the spatial variable; that is,
3K >0 3| f(z,t) — f(y.1)], < K]z =yl Va,y € D(xo,7) and t € [ty, T].
Then there exists 0 < At < T — to such that there exists a unique solution to (5.6.2).

Proof. For any x € € ([to, T]; R™), define

O(x)(t) = zo + j f(z(s),s)ds.

to
We note that if z(¢) is a solution to (5.6.2), then z is a fixed point of ® (for ¢ € [to, to + At]).
Therefore, the problem of finding a solution to (5.6.2) transforms to a problem of finding a
fixed-point of .
To guarantee the existence of a unique fixed-point, we appeal to the contraction mapping
principle. To be able to apply the contraction mapping principle, we need to specify the
metric space (M, d). Let

r 1
At = min {T—t , —} 5.6.3
O Kr+2[f(zo, )] 2K (5:6.3)

and define
M = {ac € € ([to, to + At]; R")

r
o = 2ol < 5}
with the metric induced by the sup-norm | - || of € ([to, to + At];R™). Then

1. We first show that ® : M — M. To see this, we observe that

|® () — xOHOO: H ft: f(x(s),s)dsHOO: ) J;: [f(z(s),s) — f(zo,s)]ds + ft: f(xo,s)dsHoo

< LO | f(z(s),s) — f(xo,s)Hst + Jt 0 | f (o, s)| ,ds

0

to+At

< Kf [2(s) —mOHQdS—I—AtHf(xO,-)HOO
to

< At Kz = ol + | £ (20, )]

thus if x € M, (5.6.3) implies that ||®(x) — z¢]e <

N3
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2. Next we show that ® is a contraction mapping. To see this, we compute Hq)(x) —d(y) H
for x,y € M and find that

Jt [f(x(s),s) — f(y(s),s)}dsHoo

to

0

|2(x) - @ ()], <

to+At 1
< J Klz(s) = y(s)l2ds < KAtz = yloo < Sz = ylloo
t

0

thus ® : M — M is a contraction mapping.

3. Finally we show that (M, d) is complete. It suffices to show that M is a closed subset
of € ([to, to + At]; R™). Let {x};2; be a uniformly convergent sequence with limit x.
Since |zg(t) — xoll2 < % for all ¢t € [tg,to + At], passing k to the limit we find that

|x(t) — xoll2 < g for all ¢ € [to, to + At] which implies that |z — xq] s < g; thus z € M.

Therefore, by the contraction mapping principle, there exists a unique fixed point z € M

which suggests that there exists a unique solution to (5.6.2). o

Example 5.84. Let
0 ifo<t<c,

fcc(t)z{l )
Z(t—c) ift>c.

Then for all ¢ > 0, z,(t) is a solution to /(¢) = z(t)2 for all ¢ > 0 with initial value z(0) = 0.
The reason for not having unique solution is that if f(z,t) = \/z, f : D(0,r) x R — R is
not Lipschitz in the spatial variabvle for all » > 0. In other words, for all », K > 0, there
exists z,y € D(0,r) satisfying | f(z) — f(y)| = K|z — y|.

Example 5.85. Find a function z(t) satisfying 2/(t) = x(t) with initial value z(0) = 1.
t

Define ®(x)(t) =1+ Jx(s)ds, zo(t) = 1 and 2441 (t) = ®(zx)(¢). Then
0

t t t2
xl(t):1+f zo(s)ds =1+t = x5(t) :1—|—f xl(s)ds:1+t+§
0 0
t t2 t3
t)=1 ds=14+t+—+ —
= x3(t) —i—foxg(s)s + —1—2—1-3‘2
j ......
t? tr
= By induction, we have z(t) = 1+t + 3 +-- 4+ ]
0 tk
which converges to x(t) = Y, — = €.
f=o k!

Example 5.86. Find a function x(t) satisfying 2'(t) = tx(t) with initial value z(0) = 3.
t

Define ®(z)(t) = 3+ J sz(s)ds, xo(t) = 3 and x4 (t) = P(zx)(t). Then
0

! 3t f P R

0

t 3t 3t 3t
:>x3(t):3+Lsazg(s)ds:3+7+2'4+2_4.6.



We can conjecture and prove that

O T S
g 2 2.4 2.4 (2k)’
0 t2k‘
thus x4 (t) — 2(t) =3+ 3 >, ————— . To see what z(t) is, we observe that
E 24 2h)
0 2k 0ok © (42 79k 2
t t (¢%/2) t
I N BT
Ao 4 (oK) A2Rkl T A 2

2

thus the solution is x(t) = 3 exp (%) .

Remark 5.87. In the iterative process above of solving ODE, the iterative relation

Tp1(t) = xo + ff(:ck(s), s)ds

is called the Picard iteration.

Example 5.88. Is there a solution to the Fredholm equation
b
z(t) = )\f K(t,s)x(s)ds + ¢(t)? (5.6.4)

Define @ : ¢([a, b];R) — €([a,b]; R) by

O(x)(t) = )\f K(t,s)x(s)ds + ¢(t) .

Then if K : [a,b] x [a,b] — R is continuous, and ¢ : [a,b] — R is continuous, ®(z) €
% (|la,b];R) as long as x € €([a, b]; R). Moreover,

[B()(6) - 2()(0)] < | " K(t5)(x(5) — 9(5))ds| < NI alb — allz = ol
thus if |A|||K,|b —a| < 1, ® is a contraction mapping. As a consequence, if
1. K :[a,b] x [a,b] — R is continuous;
2. ¢ :[a,b] - R is continuous;
3. M Klolb —af <1,

there exists a unique function x(t) satisfying (5.6.4).

131



5.7 The Stone-Weierstrass Theorem

Theorem 5.89 (Weierstrass). Let f : [0, 1] — R be continuous and let ¢ > 0 be given. Then
there is a polynomial p : [0,1] — R such that | f — p|o < . In other words, the collection of
all polynomials is dense in the space (€([0,1;R), | - [)-

Proof. Let ry(x) = Ca®(1 — x)"*. By looking at the partial derivatives with respect to x
of the identity (z +y)" = Z Ciakyn=* we find that

L Y mx) =1 2. Y krp(z) =na; 3. Y k(k— D)ri(z) = n(n — 1)2?
k=0 k=0 k=0
As a consequence,

n n

Dk = na)’re(e) = Y [k(k = 1) + (1 = 2na)k + n’2*]ry(z) = na(l - z).

k=0 k=0
Since f : [0, 1] — R is continuous on a compact [0, 1], f is uniformly continuous on [0, 1] (by

Theorem 4.52); thus

35>09\f(x)—f(y)\<g if o —y| <8, 2,y €0,1].

Consider the Bernstein polynomial p,(x) = > f(=)ri(x). Note that

) =] = | 3 (10) — 1(5))rto)] < [0 = ()t
Mo+ 3 )@ -G

|k—nz|<dn  |k—nz|=dn

<rafl, Y W

_ 2
2 |k—nz|=dn <k TLQZ')

<S4 2/ f oo (1 — ) HfHoo
2 no2 h 2n(52'

e, Ul < Sk

n26%
Choose N large enough such that | loe < —. Then for all n > N,

2N 2
£ = palle = sup lf(a:) —pala)] << .

z€[0,1]

Remark 5.90. A polynomial of the form p,(z) = Z Brri(x) is called a Bernstein poly-

nomial of degree n, and the coefficients F; are called Bernstein coefficients.
Corollary 5.91. The collection of polynomials on [a,b] is dense in (€(la,b;R), | - [«)-

Proof. We note that g € €([a,b];R) if and only if f(z) = g(z(b—a)+a) € €([0,1];R); thus

f(z) = p(a)| <eVae[0,1] < |g(x) _p(a;—a

)’<€Vme[a,b]. o
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Figure 5.3: Using a Bernstein polynomial of degree 350 (the red curve) to approximate a
“saw-tooth” function (the blue curve)

Example 5.92.

Question: Let f € €([0,1],R) be such that |p, — f|s — 0 as n — oo; that is, {p,}; ",
converges uniformly to f on [0, 1], where p, € Z([0,1]). Is f differentiable?

Answer: No! Take any continuous but not differentiable function f (for example, let

flz) = ‘x — %D By Theorem 5.89, 3 p,: polynomial 3 |p, — f| — 0 as n — 0.

Definition 5.93. Let (M, d) be a metric space, and E € M be a subset. A family A of

functions defined on F is called an algebra if
1. f+ge Aforall f ge A,
2. f-ge Aforall f,.ge A,
3. afe Aforall fe Aand a € R.

In other words, A is an algebra if A is closed under addition, multiplication, and scalar

multiplication.

Example 5.94. A function g : [a,b] — R is called simple if we can divide up [a, ] into
sub-intervals on which g is constant except perhaps at the end-points. In other words, g is

called simple if there is a partition P = {z¢, x1,--- ,xn} of [a,b] such that

g(z) = g(%%m) it ze(xi_q, ;).

Then the collection of all simple functions is an algebra.

Proposition 5.95. Let (M,d) be a metric space, and A < M be a subset. If A< G,(A;R)

is an algebra, then cl(A) is also an algebra.

Proof. Let f,g € cl(A). Then 3{fi}7" 1, {gr}i=, < A such that {f}}2, converges uniformly
to fon A, and {gx}72, converges uniformly to g on A. Since A is an algebra, fi + gk, fx - gk
and afy belong to A for all £ € N. As a consequence, the uniform limit of fi + gx, fx - g
and afy belong to cl(A) which suggests that f + g, f - g and af belong to cl(A). As a

consequence, cl(.A) is an algebra. o
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Definition 5.96. Let (M,d) be a metric space, and A € M be a subset. A family .% of

functions defined on A is said to

1. separate points on A if for all z,y € A and x # y, there exists f € .% such that
f@) # fy).

2. vanish at no point of A if for each x € A there is f € .% such that f(z) # 0.

Example 5.97. Let &([a,b]) denote the collection of polynomials defined on [a,b] is an
algebra. Moreover, Z([a,b]) separates points on [a, b] since p(z) = x does the separation,

and Z([a,b]) vanishes at no point of [a, b].

Example 5.98. Let Peven([a, b]) denote the collection of all polynomials p(z) of the form

n
2% 2 22
p(:c):Zakx = A"+ ap_ 12"+ Fag.
k=0

Then Peven([a, b)) is an algebra. Moreover, Peyen(|a, b]) vanishes at no point of [a, b] since the
constant functions are polynomials (since constant functions belongs to &([a, b]). However,
if ab < 0, Peven([a, b]) does not separate points on [a, b]. On the other hand, if ab = 0, then

Peoven([a, b]) separates points on [a, b] since p(z) = 2* does the job.

Lemma 5.99. Let (M,d) be a metric space, and A < M be a subset. Suppose that A is an
algebra of functions defined on A, A separates points on A, and A vanishes at no point of

A. Then for all x1,x9 € A, 11 # T3, and c1,cs € R (c1,co could be the same), there exists
f e A such that f(x1) = ¢; and f(x2) = ca.

Proof. Since A separates points on A, 3¢ € A such that g(z1) # g(z2), and since A vanishes
at no point of A, 3h,k € A such that h(z1) # 0 and k(x2) # 0. Then

[9(z) — g(z2)] h(z) e [9(x) — g(x1) ] k(x)
g(w1) = g(w2)] h(1) [g(2) — g(1)] k()
has the desired property. O

f(:v):cl[

Theorem 5.100 (Stone). Let (M,d) be a metric space, K < M be a compact set, and
A < €(K;R) satisfying

1. A is an algebra. 2. A vanishes at no point of K. 3. A separates points on K.
Then A is dense in € (K;R).

Example 5.101. Let K = [—1,1] x[—1,1] € R?. Consider the set & (K) of all polynomials
p(z,y) in two variables (x,y) € K. Then & (K) is dense in € (K;R).

Reason: Since K is compact, and Z(K) is definitely an algebra and the constant function
p(z,y) = 1 € Z(K) vanishes at no point of K, it suffices to show that Z(K) separates
points. Let (aq,b;) and (ag, by) be two different points in K. Then the polynomial

p(z,y) = (x — ar)* + (y — by)?

has the property that p(ay,by) # p(ag, by). Therefore, Z(K') separates points in K,
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Proof of Theorem 5.100. We divide the proof into the following four steps:

Step 1: We claim that if f € A, then |f| € A.

Proof of claim: Let M = sup |f(x)|, and € > 0 be given. By Corollary 5.91, for every
zeK

e > 0 there is a polynomial p(y) such that [p(y) — |y|| < e for all y € [-M, M]. Since
A is an algebra, by Proposition 5.95 cl(.A) is also an algebra; thus g = p(f) € cl(A) if
f € cl(A). Nevertheless,

lg(z) = | f(z)|| <e Vee K
which suggests that |f| € A.

Step 2: Let the functions max{f, g} and min{f, g} be defined by

max{f, g}(v) = max {f(z), g(z)}, min{f, g}(x) = min {f(z),g(x)}.

Since max{f,g} = f—2|-g + \f;gI and min{f, g} = f—2|-g - \f;gI’ we find that if

f,g € A, then max{f, g} € A and min{f, g} € A. As a consequence, if f, -, f, € A,

max{fi, -, fo} €A and min{fy, -, f,}eA.

Step 3: We claim that for any given f € € (K;R), a € K and € > 0, there exists a function
g € A such that

ga(a) = f(a) and g.(x) > f(x) —¢ Vre K. (5.7.1)

Proof of claim: Since A separates points on K and A vanishes at no point of K, so
does A. Therefore, Lemma 5.99 suggests that for every b € K with b # a, there
exists hy € A such that hy(a) = f(a) and hy(b) = f(b). Note that every function in
A is continuous (by Theorem 5.7); thus the continuity of A, implies that there exists
0 = 0 > 0 such that

hy(z) > f(x) —e Vze [D(bd) uD(a,d)] nK.

Let U, = D(b, 5b) U D(a, 55). Then U, is open. Since K < |J U, and K is com-
be K
b#a

n
pact, there exists a finite set {b1,---,b,} < K such that K < [|JU,,. Define
j=1

o = max{hbl, e hbn}. Then g, € A, and g,(a) = f(a). Moreover, if v € K, z € Uy,

for some j; thus
9a() = hy; (1) > f(x) — €

which implies that g satisfies (5.7.1).
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Step 4: Let f € ¥(K;R) and € > 0 be given. For any a € K, let g, € A be a function
provided in Step 3 satisfying

go(a) = fla) and ggx%>f@)—§r VeeK. (5.7.2)
By the continuity of g,, there exists 6 = J, > 0 such that
%@ﬁ<f@)+g Vae D(a,d,)n K. (5.7.3)
Similar to Step 3, 3{ai, - ,a,} S K such that
K< 6 D(a;,da,) - (5.7.4)
j=1
Define h = min {ga,, - , ga,, }- Then h € A, and (5.7.2) suggests that
h@y>ﬂ@—g VeeK

Moreover, similar to Step 3 (5.7.3) and (5.7.4) imply that
h(a:)<f(x)+g VzeK.
On the other hand, since h € A, there exists p € A such that
\m@—h@ﬂ<g VeeK:
thus
p(a) — ()] < [p(a) — hx)| +|h(x) ()| <c  VaeK
which concludes the theorem. o

Example 5.102. Consider Peven([0,1]) = {p(x) = > apa? ‘ a € R} (see Example 5.98).
k=0

Then A = Peuen([0, 1)) satisfies all the conditions in the Stone theorem, $0 Peven([0, 1]) is
dense in F([0, 1]; R).

On the other hand, if K = [—1,1], then Peyen([—1, 1]) does not separate points on K
since if p € Poven([—1,1]), p(z) = p(—z); thus the Stone theorem cannot be applied to
conclude the denseness of Peven([—1,1]) in €([—, 1];R). In fact, Peyen([—1,1]) is not dense
in €([—1,1];R) since polynomials in Peyen([—1,1]) are all even functions and f(z) = =

cannot be approximated by even functions.

Corollary 5.103. Let €(T) be the collection of all 2w-periodic continuous functions, and
P, (T) be the collection of all trigonometric polynomials of degree n; that is,

Z,(T) = {%0 + Z ek coskx + spsinkx | {cr}p_o, {Sk}rey S R} )
k=1

0

Let Z(T) = |J Zn(T). Then P(T) is dense in € (T). In other words, if f € €(T) and
n=0

e > 0 is given, there exists p € P(T) such that

‘f(x)—p($)‘<€ VrzeR.
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Proof. We note that € (T) can be viewed as the collection of all continuous functions defined
on the unit circle S! in the sense that every f € €(T) corresponds to a unique F € ¢ (S*; R)
such that f(z) = F(cosz,sinz), and vice versa. Since S' < [—1,1] x [—1,1] is compact,
Example 5.101 suggests that Z(S!), the collection of all polynomials defined on S', is an
algebra that separates points of S! and vanishes at no point on S'. The Stone-Weierstrass
Theorem then suggests that there exists P € Z(S') such that

|F(3373/) - P(x,y)\ <eg Y (x,y) € S' (that is, 2* + 5> = 1).

Let p(x) = P(cosz,sinz). Note that

cos™ 1 — (6 +2 ) Z o Cn ikx 71 n—k)z _ 270176161(216711)90
k=0
1
= 2—nC,?(cos(2k —n)x +isin(2k —n)x Z C’" cos(2k —n)x € 2,(T),
k=0 im0

and similarly, sin™ z € £2,,(T). Therefore, if P(x,y) = 3, ap 2"y’ then P(cosz,sinz) €
ke, (=0

P9, (T) because of the identities

cosf cosp = % :COS(Q — ) + cos(0 + 90)] ,
sin 6 cos p = % :sin(é’ + ¢) +sin(f — go)] :
sin @ sin p = % :COS(Q — ) — cos(f + 90)] :
As a consequence, we conclude that
|f(z) — p(z)| = |F(cosz,sinz) — P(cosz,sinz)| < e VzeR. o
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Chapter 6

Differentiable Maps

6.1 Bounded Linear Maps

Definition 6.1. A map L from a vector space X into a vector space Y is said to be linear
if L(cxy + x9) = cL(x1) + L(xzg) for all 1,29 € X and ¢ € R. We often write Lz instead of
L(z), and the collection of all linear maps from X to Y is denoted by .Z(X,Y).

Suppose further that X and Y are normed spaces equipped with norms || - | x and | - |y,

respectively. A linear map L : X — Y is said to be bounded if

sup |Lz|y < 0.
]l x =1
The collection of all bounded linear maps from X to Y is denoted by A(X,Y), and the

number sup |Lxz|y is often denoted by |Lzx,y)-
|l x=1

Example 6.2. Let L : R" — R™ be given by Lz = Ax, where A is an m x n matrix. Then
Example 1.133 suggests that | L| g~ gm) is the square root of the largest eigenvalue of A™A
which is certainly a finite number. Therefore, any linear transformation from R" to R™ is
bounded.

Proposition 6.3. Let (X, | - |x) and (Y,| - |y) be normed spaces, and L € B(X,Y). Then

L .
A(X,y) = Sup IEzly _ inf {M > 0||Lz|y < M|z|x}.

x#0 ||| x

|

In particular, the first equality implies that

| Ly < L

g(X7y)“x“X Vee X.

Proposition 6.4. Let (X, | -|x) and (Y,| - |y) be normed spaces, and L € £(X,Y). Then
L is continuous on X if and only if L € B(X,Y).

Proof. “=" Since L is continuous at 0 € X, there exists § > 0 such that
|Lx|ly = ||Lx — LO|y <1 if |z|x <.
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Then HL( )HY < 1if H :L‘HX < 0; thus by the properties of norm,

|Lx|ly < if |lz]|x < 2.

)
SR

Therefore, sup |Lz|y < 5 hich suggests that L € Z(X,Y).
|zl x=1

“<” It Le B(X,Y), then M = |Lwixy) < 0, and
|Lxy — Las|y = |L(zy — 22)|y < M2y — 12f|x

which suggests that L is uniformly continuous on X. O

Proposition 6.5. Let (X, || x) and (Y, |-|y) be normed spaces. Then (B(X,Y), |-|#xy))

is a normed space. Moreover, if (Y, |- |y) is a Banach space, so is (B(X,Y), | |zxy))-

Proof. That (%’(X Y- X,y)) is a normed space is left as an exercise. Now suppose
that (Y, |- |y) is a Banach space. Let {Li};>; < Z(X,Y) be a Cauchy sequence. Then by

Proposition 6.3, for each x € X we have
|Lrz — Lez|y = [(Ly — Lo)zly < |Li — Ll zxy)llz|x — 0 as k£ — o0.

Therefore, {Lyz}2; is a Cauchy sequence in Y'; thus convergent. Suppose that hm Lix =vy.
We then establish a map x — y which we denoted by L; that is, Lz = y. Then L is linear

since if x1,29 € X and c € R,
L(cxy + x9) = lim Ly(cxy + 22) = lim (chxl + kag) =cLxy + Lxy.
k—o0 k—o0

Moreover, since {L;};”, is a Cauchy sequence, 3 M > 0 such that ||L;|zx,y) < M for all
ke N. If e > 0 is given, for each x € X there exists N = N, > 0 such that

|Lyx — Lz|y < ¢ Vk=N,.

Therefore,

|Lzy < [[Lezly + & < [ Ll ax vz x + & < Mlz|x + €

which suggests that sup |Lx|ly < M +¢; thus L € B(X,Y).
] x=1

Finally, we show that lim ILk — L|zx,yy = 0. Let x € X and ¢ > 0 be given Since

{Li},is a Cauchy sequence, there exists N > 0 such that ||L; — L¢|zx,y) < 1f k0>
Then if k >

. . e
| Lyx — Laly = lim |Lyz — Lex|y <limsup |Ly — Le| zxlzlx < Slz]x
£—0 {—00 2

which suggests that | Ly — L||zxy) <cif k> N. =
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Proposition 6.6. Let (X, |- |x), (Y| |y), (Z,]|z) be normed spaces, and L € B(X,Y),
KeRB(Y,Z). Then KoLe B(X,Z), and

K o Ll #x,2) < | K| 2,2 | L] #xy) -
We often write K o L as KL if K and L are linear.

Proof. By the properties of the norm of a bounded linear map,

| Ko L(z)|z = |K(L2)lz < | K|ay.z [ Lely < [Klzwz| Loz :

From now on, when the domain X and the target Y of a linear map L is clear, we use

|L| instead of |L|z(x,y) to simplify the notation.

Theorem 6.7. Let (X, |- |x) and (Y, |- |y) be normed spaces, and X be finite dimensional.
Then every linear map from X toY is bounded; that is, £ (X,Y) = B(X,Y).

Proof. Suppose that dim(X) = n. Let {ex}}_; € X be a linearly independent set of vectors.
From Example 4.24, every two norms on X are equivalent; thus we only focus on the norm

| < |l2 on X induced by the inner product
(ei,ej)Xz(Sij Vz:l,n

Since {ex}}7_, is a linear independent set of vectors, every z € X can be expressed as a
unique linear combination of ey’s; that is, for all x € X, 3¢; = ¢1(x), -+ , ¢, = cu(x) € R
such that

T =cCie1+ - Ccphep,.

These coefficients ¢;’s in fact are determined by ¢, = (z,ex)x, and, by Example 4.24 and

the Schwartz inequality, satisfy
()] < Jzf2flex]z < Cllz)x -
As a consequence, if L is a linear map from X to Y, then

[Lay = [Lcr(z)er + - - en(@)en) |y < ler(@)l| Letlly + -« [en(@)]| Lenly

< nO|z| x max {|| Leily, - | Lea|v } < M|z|x
for some constant M > 0; thus |L|zxy) < M < oo which suggests that L € Z(X,Y). o
Theorem 6.8. Let GL(n) be the set of all invertible linear maps on R™; that is,
GL(n) = {L € Z(R",R")| L is one-to-one (and onto)} .
1. If L e GL(n) and K € B(R",R") satisfying |K — L||L7| < 1, then K € GL(n).
2. GL(n) is an open set of B(R™,R™).
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3. The mapping L — L~ is continuous on GL(n).
Proof. 1. Let |L7Y| = 1 and |K — L|| = 8. Then 5 < «; thus for every x € R",
(6%
alzfen = | L7 Lafrn < o LT[ La[gn = [Lafzn < (L — K)@|gn + | K|gn
< Blalsn + | Kalr

As a consequence, (o — f)|z||gn < ||[Kz|ge and this implies that K : R" — R" is

one-to-one hence invertible.

2. By 1, we find that if [ K — L] < |L11| then K € GL(n). Then D(L, |L11|) < GL(n)
if L € GL(n). Therefore, GL(n) is open.
3. Let L € GL(n) and € > 0 be given. Choose § = min{2|L1_1|, QHL:HQ } If|[K—L| <,

then K € GL(n). Since L™! — K~' = K~Y(K — L)L™!, we find that if |K — L| < ¢,
_ _ _ _ _ _ |
K =L < 1K = L7 < IEHIK = L2 < 1K
which implies that |K~!| < 2| LY|. Therefore, if |[K — L| < 4,

|27 =K7Y < KM = LIILT < 227170 < e .

6.1.1 The matrix representation of linear maps between finite di-
mensional normed spaces

Let (X,| - |x) and (Y,| - |y) be two finite dimensional normed spaces. Suppose that B =
{ex}r_, and B= {6k}, are basis of X and Y, respectively. Then every x € X, and y e Y,

there exists unique vectors (c1,- -+ ,¢,) € R" and (dy,- - ,d,,) € R™ such that
r=ce,+- - +ce, and y=di6 + -+ dnCp.

We write [z]g for the column vector [c1, - - -, ¢,]T and [y] 5 for the column vector [dy, - - -, d,) 7.
Then for each L € Z(X,Y), the matrix representation of L with respect to basis B and
B, denoted by (L] g s the matrix |[Lei]z: [Leog: -+ [Len]g]. The matrix [L]z 5 has the
property that

L]z = [Llg glels -

6.2 Definition of Derivatives and the Matrix Represen-
tation of Derivatives

Definition 6.9. Let (X, |- |lx) and (Y, - |y) be two normed spaces. A map f: A< X —
Y is said to be differentiable at xq € A if there is a bounded linear map, denoted by
(Df)(xo) : X = Y and called the derivative of f at x(, such that

lim Hf(x) — f(wo) — (D f)(xo)(z — xo)Hy

ek |z — 20 x

=0,
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where (D f)(zo)(xz — x¢) denotes the value of the linear map (D f)(zo) applied to the vector
x—1x9€ X (so (Df)(xo)(x —z9) € Y). In other words, f is differentiable at zq € A if there
exists L € Z(X,Y) such that

Ve>0,30 >0 3| f(z) — f(xo) — L(z — z0)||y <e|z— xol|x whenever z € D(zg,d) n A.
If f is differentiable at each point of A, we say that f is differentiable on A.

Example 6.10. Let (X, | - ||x) and (Y, - |y) be two normed spaces. Then every bounded
linear map L : X — Y is differentiable. In fact, (DL)(zo) = L for all 25 € X since

lim |Lx — Lxg — L(x — x0)||y

w0 | = wollx

=0.

Remark 6.11. Let f : (a,b) — R be “differentiable” at z4 € (a,b) in the sense of Definition
4.55. The “derivative” f'(xy) and the derivative (Df)(zo) is related by (Df)(zo)(h) =
f'(zo)h since

lim ‘f@) — f(@o) — f'(@o)(z — 330)‘

z—10 |z — xo]

=0.

Example 6.12. Let f : (0,00) — R be given by f(z) = l Then [ is differentiable at any
X

xg € (0,00) and f'(xg) = —;)2 and (D f)(xg) : R — R is the linear map given by

(Df)(zo)(z) = Tz
Then
1_1_"1.,._ xo? — xxo + 2% — 220
lim v T‘P(x $O)| = lim | zz0” ‘ = lim To> — 2130 + 27
e @ = ol T |z — o z—wo T2 — o

T—T0 {L‘{L‘02

Example 6.13. Let f : GL(n) — GL(n) be given by f(L) = L', where GL(n) is defined in
Theorem 6.8. Then f is differentiable at any “point” L € GL(n) with derivative (D f)(K) e
PB(GL(n),GL(n)) given by (Df)(L)(K) = —L'KL™! for all K € GL(n). The proof is left

as an exercise.

Theorem 6.14. Let (X, | -|x), (Y,| - |y) be normed vector spaces, U = X be an open set,
and f:U — Y be differentiable at xo € U. Then (D f)(xq) is uniquely determined by f.

Proof. Suppose L1, Ly € #B(X,Y) are derivatives of f at 2. Let € > 0 be given and e € X be
a unit vector; that is, || x = 1. Since U is open, there exists r > 0 such that D(zo,7) S U.
By Definition 6.9, there exists 0 < § < r such that

|f(z) = flwo) = La(w —zo)|y _e o [f(z) = flwo) = Loz —zo)|y _ e
|z — ol x 2 |z — ol x 2
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if 0 < |z —xol|x < 0. Letting x = x¢ + Ae with 0 < [A| < J, we have

1
|Lie — Loelly = WHLl(ﬂf — x9) — La(z — o)y
1
< W(Hf(if) — f(wo) — Li(z — iUo)Hy +||f(z) = f(zo) — La(z — -’BQ)HY)
_ | f(z) = fzo) — Li(z — xO)Hy N | f(x) = f(xo) — La(z — xO)Hy
|2 — o] x |z — o] x
€
< 5 + 5 =
Since £ > 0 is arbitrary, we conclude that Lie = Lse for all unit vectors e € X which
guarantees that Ly = Lo (since if x # 0, Lix = quXLl(ﬁ) = HxHXLQ(ﬁ) = Lox). ©
X X

Example 6.15. (Df)(xy) may not be unique if the domain of f is not open. For example,
let A= {(z,y)|0 <z <1,y=0}beasubset of R?, and f : A — R be given by f(z,y) = 0.
Fix g = (h,0) € A, then both of the linear map

Li(z,y) =0 and Ly(z,y) =hy  ¥(z,y) € R
satisfy Definition 6.9 since

lim |f(l'30)*f(hao)*Ll(x*haOH |f($,0)*f(h,0)*Lg($*h,0)|

_ =0.
(2.0)—(h,0) |(2,0) = (h,0)] pe (,0)>(h0) |(z,0) = (7, 0) e

Remark 6.16. Let &/ < R" be an open set and suppose that f : U — R™ is differentiable
on U. Then Df : U — B(R",R™). Treating Df as a map from U to the normed space
(%’(R”,Rm), (e L@(Rn,Rm)), and suppose that Df is also differentiable on /. Then the
derivative of D f, denoted by D?f, is a map from U to ZB(R", BZ(R",R™)). In other words,
for each a e U, (D?f)(a) € B(R", B(R",R™)) satisfying

- |(Df)(@) = (Df)(a) = (D*f)(a) (@ = a) | 4 zn qm)

w—a | = alrn

here (D?f)(a) is bounded linear map from R" to Z(R",R™); thus (D*f)(a)(x — a) €
B(R",R™).

Definition 6.17. Let {e;}}_; be the standard basis of R", &/ < R"™ be an open set, a € U
and f : U — R be a function. The partial derivative of f at a in the direction e;, denoted

o o
by %(a), is the limit

J
lim fla+ hej) — f(a)
h—0 h
if it exists. In other words, if a = (ay,--- ,a,), then
ﬁ(a) = lim f(al,-.- y Aj—1, Qj —|—h,aj+1,--- ’an) — f(a/l)"' 7an) |
ox; h—0 3
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Theorem 6.18. Suppose U = R"™ is an open set and f : U — R™ is differentiable at a € U.

Then the partial derivatives a—i(a) exists foralli =1,---m and j = 1,---n, and the matrix
Zj
representation of the linear map D f(a) with respect to the standard basis of R" and R™ is
given by
[ df oft ]
7, () PG
. : ofi
[Df(a)] = : : or (Df(CL))ij - am(a)'
J
Ofmigy ... Um
| (@) o, @) |

Proof. Since U is open and a € U, there exists r > 0 such that D(a,r) < U. By the
differentiability of f at a, there is L € Z8(R"™,R™) such that for any given € > 0, there exists
0 < 0 < r such that

|f(x) — f(a) — L(z — a)|gm < €|z — allgn whenever x € D(a, /).

In particular, for each i =1,--- ,m,

fila+ he;) — fi(a) _ )f(a + he;j) — f(a)
h - h

<e VO<|h|<d,heR,
Rm

— (Lej)i

— Lej

where (Le;); denotes the i-th component of Le; in the standard basis. As a consequence,

foreachi=1,--- ,m,
lim fila+ he;) — fia)
h—0 h

= (Le;); exists

and by definition, we must have (Le;); = g‘fl(a) Therefore, L;; = %(a). o

x; 0x;

Definition 6.19. Let &/ < R" be an open set, and f : Y4 — R™. The matrix

[ of of1 ] [ Jf1 df1 ]
UA)@)=1| + -~ | ()= : . :
O fm O fm 0 fm 0fm

_Twl E- -Txl(x) axn(:p)_

is called the Jacobian matriz of f at x (if each entry exists).

Remark 6.20. A function f might not be differential even if the Jacobian matrix J f exists;
however, if f is differentiable at o, then (Df)(x) can be represented by (Jf)(x); that is,

[(Df)(@)] = (Jf)(@).

Example 6.21. Let f: R? - R3 be given by f(z1,7) = (22, 239, x{23). Suppose that f

is differentiable at x = (x1, z3), then

2371 0
[(Df)(:v)] = | 3232y 2}

dr3z2 2xiwy
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Remark 6.22. For each x € A, Df(x) is a linear map, but D f in general is not linear in x.
Example 6.23. Let f : R? — R be given by

{ Y if (z,y) # (0,0),

$2+y2
0 if (z,y) =(0,0).

flz,y) =

Then Zx(o, 0) = gg(o, 0) = 0; thus if f is differentiable at (0,0), then (Df)(0,0) = [0 0] .
However,

Hom) - F0.0~ 0 0] W_ ol _ bl

=55 =
Y e +y (22 + y2)

|957?J|3 cannot be arbitrarily small even if 2% +4-1>

thus f is not differentiable at (0, 0) since
(22 +4%)2

is small.

Example 6.24. Let f : R? — R be given by

x ify=0,

flo,y) =1 vy ifr=0,
1 otherwise.

of o FRO) = 0,00 h o of o e
Then 835(0’0) = }lbli% - = }L1—>Héh = 1. Similarly, o (0,0) = 1; thus if f is

differentiable at (0,0), then (D f)(0,0) = [1 1]. However,

e = 100 - [ 1) 2] = 1) - e+
thus if zy # 0,
[f(@.y) = (@ +y)|=1—2—yl»0as (z,y) - (0,0),zy # 0.

Therefore, f is not differentiable at (0,0).

Definition 6.25. Let &/ < R" be an open set. The derivative of a scalar function f : U — R
is called the gradient of f and is denoted by gradf or V f.

6.3 Continuity of Differentiable Maps

Theorem 6.26. Let (X,| - |x) and (Y,| - |ly) be normed spaces, U < X be open, and
f:U —-Y be differentiable at xqg € U. Then [ is continuous at xg.

Proof. Since f is differentiable at x, there exists L € Z(X,Y’) such that
301 >053 Hf(m) — f(@o) — L(z — xo)Hy < |z —2olx Ve D(x,01).
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As a consequence,

Hf(a:) — f(:z:o)HY < (||LH + 1)||:1: —zo|x Vae D(xg,d). (6.3.1)
For a gi let § = mi S if v € D
or a given € > 0, let 0 mm{(Sl’Q(\LH—i—l)} en 6 > 0, and if x € D(xg,9),
€
@)~ Flao)ly < 5 <. u

Remark 6.27. In fact, if f is differentiable at x(, then f satisfies the “local Lipschitz
property”; that is,

IM = M(zp) > 0 and 6 = d(xg) > 031if [|[x—xo|x <0, then ||f(z)—f(xo)|y < M|z—20|x
since we can choose M = |L| + 1 and 6 = §; (see (6.3.1)).

Example 6.28. Let f : R? — R be given in Example 6.23. We have shown that f is not
differentiable at (0,0). In fact, f is not even continuous at (0,0) since when approaching

the origin along the straight line zo = max,

lim f(z1,mzy) = lim mii __m # £(0,0) if m #0
(z1,mz1)—(0,0) b vV z1—0 (m2 + 1).’E% - m? +1 ’ '

Example 6.29. Let f : R? — R be given in Example 6.24. Then f is not continuous at
(0,0); thus not differentiable at (0, 0).

Example 6.30. Let f : R? - R be given by

3

flzy)=q @+
0 if (z,y) = (0,0).

if (z,y) # (0,0),

Then f,(0,0) =1 and f,(0,0) = 0. However,

7.9) - 10,00~ 1 @L]W: 1 s (5.4 (0.0).

Va2 +y? (22 +y2)?

Therefore, f is not differentiable at (0,0). On the other hand, f is continuous at (0, 0) since

|f(z,y) — f(0,0)] = | f(z,9)] < |z| = 0as (z,y) — (0,0).

6.4 Conditions for Differentiability

Proposition 6.31. Let U < R™ be open, a € U, and f = (f1,--, fm) : U — R™. Then
f s differentiable at a if and only if f; is differentiable at a for all i =1,--- ,m. In other

words, for vector-valued functions defined on an open subset of R™,
Componentwise differentiable < Differentiable.
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Proof. “=" Let (Df)(a) be the Jacobian matrix of f at a. Then

Ve>0,36>03|f(z)— f(a)— (Df)(a)(z—

a)|gm <éllz—algn if |z —allzn < 6.

Let {e;}7, be the standard basis of R™, and L; € Z(R",R) be given by L;(h) =
el [(Df)(a )]h Then L; € Z(R",R) by Theorem 6.7, and if ||z — a|g~ < 0,

|filz) = fila) = Li(z — a)| = [e; - (f(x) = f(a) = (Df)(a)(z — a))|
<|[f(z) = fla) = (D)(a)(z — )|z < ellz — allr;

thus f; is differentiable at a with derivatives L;.

<" Suppose that f; : Y — R is differentiable at a for each ¢ = 1,--- ,m. Then there exists
L; e B(R™,R) such that

Ve >0,30> 03 |fiw) = fila) = Lilw = a)] < = [v = aln if |2 — alen < 6.

Let L € Z(R™,R™) be given by Lz = (Lix, Loz, -+, Ly,x) € R™ if x € R”. Then
L e B(R",R™) by Theorem 6.7, and

m

|f(z) = f(a) = L(z = a) 5. < Z a) — Li(z — a)| < ez — afzs

if |z — alrr <& =min{b,---, 8,1} o

Theorem 6.32. Let U < R" be open, a €U, and f :U — R. If each entry of the Jacobian

matrizc [aifl . &cn] of f

1. exists in a neighborhood of a, and
2. 1is continuous at a except perhaps one entry.

Then f is differentiable at a.

Proof. W.L.O.G. we may assume that the entry a(?f is not continuous at a. Let {e;}7_; be
the standard basis of R”, and € > 0 be given. Since 5 is continuous at a fort =1,--- ,n—1,
T
of of €
36, > 05 axz( x) — 6x1< )’ < T whenever |z — allgn < 0; .

On the other hand, by the definition of the partial derivatives,

fla+he,) — fla)  Of
h oxy,

35n>09‘ (a)’<iwhenever0<|h|<5n.

NG
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Let k:x—aandézmin{él,--- ,(5n}. Then

f(@) ~ f(a) - BZ(Ma—ﬂn+~~+§immm—awH
=+ k) - f@) - Loy -~ Loy,
1 Tn
= [flar b gt ) = fan e an) = Sk == T o)k,
< f(al—i—kl,-“,an—i—kn)—f(al,ag—l—kg,---,an+kn)—gxfl(a)k1)
+’f(a1;a2+k27"';an+kn)_f(a17a27a3+k37"'7an+kn>_§;i(a)k2‘
+‘f((11,"' ;anflaan‘i‘kn)_f(aly"' 7am) aa$f( ) n| -

By the mean value theorem,

flay, - ajn,a5 + Ky, an + k) = flan, - a5, 0500 + Kjga, s an + k)

of
_ka

for some 0 < 6; < 1; thus for j=1,--- ;n—1,if |z — a|lgn = |k|rr <9,

(CLl, tee ,aj,l,aj + ijj,ajﬂ + ijrl, o, Ay + kn)

0
’f(ala"' >aj717aj+kj7"' 7an+kn>_f(a17"' 7aj7aj+1+kj+17"' 7an+kn)_%(a>kj
J

3
—|kj| .
ks

of
‘8% ay, -5 @51, @5+ 05k, a1 + K, an + k) — axj(a)"kj' <
Moreover, if |2 — a|gn < 0, then |k,| < |k|re = |2 — a|re < § < §,; thus

of
0xy, (a)kn

Far s s anan+ k) = flan, ) - k.

As a consequence, if |z — a|g» < d, by Cauchy’s inequality,

1@ = #ta) - [E- @) =)+ + 2L (@)@ — 0|

0T,
e n
< \/ﬁ; |kj| < elklzn = €]z — afrn

which implies that f is differentiable at a. =
of of

Remark 6.33. When two or more components of the Jacobian matrix [6— 3 } of a
I In

scalar function f are discontinuous at a point zy € U, in general f is not differentiable at x.
For example, both components of the Jacobian matrix of the functions given in Example
6.23, 6.24, 6.30 are discontinuous at (0,0), and these functions are not differentiable at
(0,0).

Example 6.34. Let & = R?*\{(z,0) € R? |z > 0}, and f : U — R be given by

1 x

(¢ S — ify>0,

V2 + y? Y
[z, y) = arg(z + iy) = m ify=0,
27 —cos ! 2 ify<0.
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Then

y_ iy #£0
of g Hy#F0 of g YT
a_(xay) = y and q_(xay) = 1

v 0 if y=0, “y - ify=0.
x
. of of . oy .
Since e and 2 are both continuous on U, f is differentiable on U.

Definition 6.35. Let &4 < R™ be open, and f : U4 — R™ be differentiable on Y. f is
said to be continuously differentiable on U if Df : U — B(R",R™) is continuous on
U. The collection of all continuously differentiable mappings from U to R™ is denoted
by €'(U;R™). The collection of all bounded differentiable functions from U to R™ whose

derivative is continuous and bounded is denoted by ¢! (U;R™). In other words,
¢'(U;R™) = {f : U — R™ is differentiable on U | Df : U — Z(R",R™) is continuous}

and

¢ (UR™) = {f € UR™] SuzI/) |f(z)| + su}; IDf ()] @ngrm) < 0} .

Corollary 6.36. Let U < R™ be open, and f :U — R™. Then f € €'(U) if and only if the

ofi .
partial derivatives a—fl exist and are continuous onU forv=1,--- mandj=1,--- n.
Lj

Proof. Note that for any matrix A = [a;|mxn, [|A]z@rrm) < Z la;;| < nm|A|; thus

D) = DIy < 3 3|0 = L)

i=17=1

< an Df)(x) — (Df)(xo Hﬂ R7,R™) °

Therefore, the continuity of Df i 551"
j
for all 4, j. The corollary is then concluded by Proposition 6.31 and Theorem 6.32. =

Example 6.37. If f: R — R is differentiable at xg, must f’ be continuous at xy? In other
words, is it always true that lim f'(z) = f'(x¢)?
T—x0

Answer: No! For example, take

1
x?sin— if x # 0,
T

flz) =
0 itz=0.
1° Show f(x) is differentiable at = = 0:
i JOED = FO) L Wsing ]
/ — — — —_— =
-



2° We compute the derivative of f and find that

2265111l —Cosl if x #0,
) = P
0 ifx=0.
However, lir% f'(x) does not exist.

Proposition 6.38. Let U < R™ be open. Given f e € (U;R™), define

[fller @) —Sup[|f sz‘ﬁf@ ]

i=17=1

Then (€ (U;R™), | - 41 @zrm)) is a Banach space.
Proof. Left as an exercise. =

Definition 6.39. Let f be real-valued and defined on a neighborhood of zy € R", and let

v € R" be a unit vector. Then

d
(Do) = 4|
is called the (= = ¥ #c) of f at z( in the direction v.

flxo+tv) — f(zo)
t

_J@o+tv) =lim

Remark 6.40. Let {e;}7_; be the standard basis of R". Then the partial derivative ;f(xo)
Lj
(if it exists) is the directional derivative of f at x( in the direction e;.

Theorem 6.41. Let U < R"™ be open, and f : U — R be differentiable at xo. Then the

directional derivative of f at xo in the direction v is (D f)(zo)(v).

Proof. Since f is differentiable at g, Ve > 0, 2 9 > 0 such that
£
|f(z) = fzo) — (Df)(wo)(z — 0)| < §Hx — zg|re whenever |z — zg|grn < 9.

In particular, if x = z + tv with v being a unit vector in R” and 0 < |¢| < 4, then

‘f@o +tvt> —f@) iy )| - [ (o + tv) — f<x|2|) — (D) (o) (tv)]
_ |f($)_f($o)_(Df)(l’o)(m—mo)‘ € e
i 2
thus (Dy f)(zo) = (Df)(0)(v). o
Remark 6.42. When v € R” but 0 < |[v|ge # 1, we let v = ﬁ Then the direction
V|Rn

derivatives of a function f: U € R" — R at a € U in the direction v is

(Do) () = iy HEI I

t—>0 t
Making a change of variable s = T Then
V|Rn
(DF)(o)(v) = ol (D) o)) = [ofas i LD =IOy SO 00) 20

We sometimes also call the value (D f)(x)(v) the “directional derivative” of f in the “direc-

tion” v.
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Example 6.43. The existence of directional derivatives of a function f at x in all directions
does not guarantee the differentiability of f at z5. For example, let f : R?> — R be given as

in Example 6.30, and v = (v{,vs) € R? be a unit vector. Then

_ o S(ivetve) — £(0,0) g
(D f)(0) = lim ; =vj.

t—0

However, f is not differentiable at (0,0). We also note that in this example, (D, f)(0) #

(Jf)(0)v, where (Jf)(0) = Zf(() 0) 2‘5(0,0) is the Jacobian matrix of f at (0,0).

Example 6.44. The existence of directional derivatives of a function f at x( in all directions

does not even guarantee the continuity of f at z,. For example, let f : R? — R be given by

Wy (z,y) # (0,0)
f(l.’y) — l’2+y4 Y ) )

0 if (z,y) = (0,0),

and v = (v, vy) € R? be a unit vector. Then if v; # 0,

f(tVl,tVQ) — f(0,0)  lim t3viv2 B \G
fim t -0 t(12v3 4+ t4vl) vy

(D f)(0) =

while if vi =0,
f(ch tvy) — £(0,0)

t—>0 t

(Dyf)(0) = =0.

However, f is not continuous at (0, 0) since if (x,y) approaches (0,0) along the curve x = my?

with m # 0, we have

my* m

hm fmy", ) = .751—>0 m2y* + y* T omz+l

which depends on m. Therefore, f is not continuous at (0, 0).

Example 6.45. Here comes another example showing that a function having directional

derivative in all directions might not be continuous. Let f : R? — R be given by

Ty .
fla y)z{ s LETY A0

0 ifz+y?=0,
and v = (v, vs) € R? be a unit vector. Then if v; # 0,

(va)(O) — lim f(tVl; tVQ) — f(O, 0) — lim t2V1V2 ~ v,

t—0 t t—0 t(tvy + 12v3)

while if v; = 0,

(Do )(0) = lim = 0.

However, f is not continuous at (0, 0) since if (z,y) approaches (0,0) along the polar curve

f(tVl, th) — f(O, 0)
t

0(r) = g +sin~H(r — mr?) 0<r«l,
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we have

r cos@( )sinO(r) r(—r +mr?)sin6(r)

lim x,y) = lim = lim
T=r Co(szé?é)')—;!(ifiine(’r») f( y) r—0F T2 Sln 9( ) _'_ T Cos 0(7,) r—0t T Sln2 e(r) -Tr + mr2
i (— 7"—|—m7“2)sin«9(r) -1
= lim = —
r—0t sin?0(r) — 1+ mr m

which depends on m. Therefore, f is not continuous at (0,0).

6.5 The Product Rules and Gradients

Proposition 6.46. Let A R"”, and f : A —> R™ and g : A — R be differentiable at xq € A.
Then gf : A — R™ is differentiable at xq, and

D(g.f)(x0)(v) = g(xo)(Df)(wo)(v) + (Dg)(zo)(v) f (o) (6.5.1)

Moreover, if g(zo) # 0, then i : A — R™ is also differentiable at xo, and D(i)(xo) :R" —
R™ s given by g

() ) = 2D (DI ~ (D) )07 r0) 652)

g 9*(o)
Proof. We only prove (6.5.1), and (6.5.2) is left as an exercise.
Let A be the Jacobian matrix of ¢gf at z; that is, the (4, 7)-th entry of A is

(ng)( Ofi (Io) + 7(x0)f1<x0)

ox ox;
Then Av = g(x0)(D f)(zo)(v ) (Dg)(xo)(v) f ( 0); thus
(9/)(@) = (9f)(wo) = Alz = x0) = g(x0) (f(z) = f(20) = (Df)(0)(z — 0))
+ (9(x) = g(w0) — (Dg)(xo)(x — x0)) f(x)
+ ((Dg)(zo)(z — @0)) (f(z) = f(=0)) -
Since (Dg)(xo) € B(R"™,R), [(Dg)(xo)| 2 r) < o0; thus using the inequality

z9) = g(wo)

|(Dg) (o) (z — x0)| < [[(Dg)(0)| g oy |7 — w0 e
and the continuity of f at zy (due to Theorem 6.26), we find that
D
|(Dg) (o) (x ’Hf @) ‘

|z - fvoHRn

As a consequence,

lim

T—T0

< lim |[(Dg)(zo HJ(R”R |f(z) = f(z0) g = 0.

Tr—>IQ

|(9.f) (@) = (9f)(w0) — A(w — @0) |gm

r—x0 HCC - .T()HRn
oo 1 MO = I0) — (PDEO )l
T—T0 H$ - xOHR”
+ lim [|9 — g(o) _(Dg)@O |Hf( )= }
T—T( ”1' xOHR
. [|(Dg)(wo)(z — w0)| _
+ Jim [EEEEE T ) — £ (20 | = 0

which implies that ¢f is differentiable at z with derivative D(gf)(zo) given by (6.5.1). o
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Proposition 6.47. LetU < R™ be open and f € €' (U;R); thatis, f : U — R is continuously
differentiable. Then if (V f)(xo) # 0, the vector V(o) is the unit normal to the level
IV ) (o) rn
set {z eU| f(x) = f(z0)} at zo.
Proof. Let vy : (—6,0) — R"™ be a curve such that
1 y(t)e{zel|f(z) = f(zo)}; that is, f(y(t)) = f(wo) for all t € (—4,6);
2. 7(0) = xo; 3. v'(t) #0.
Then by the chain rule (or Example 6.55),

(VH(@®) -~ () = (D) (V1) = 0.
In particular, (V f)(zo) - 7/(0) = 0; thus (V f)(zo) is normal to the level set {z € U | f(z) =
fxo)} at . o
Example 6.48. Find the normal to S = {(z,y, 2) !xz +y*+22=3}at (1,1,1) e S.
Solution: Take f(x,y,2) = 2® + y*> + 2> — 3. Then (Vf)(z,y,2) = (2z,2y,22); thus
(VF)(1,1,1) = (2,2,2) is normal to S at (1,1,1).
Example 6.49. Consider the surface

S={(z,y,2) e R*|2® — y* + ayz = 1}.

Find the tangent plane of S at (1,0, 1).

Solution: Let f(x,y,z) = 2* —y* + xyz. Then

S = {(x,y,z)€R3|f(I7y,Z) :f(lv()?l)};

that is, S is a level set of f. Since (Vf)(1,0,1) = (2,1,0) # (0,0,0), (2,1,0) is normal to
S at (1,0, 1); thus the tangent plane of S at (1,0,1) is 2(z — 1) +y = 0. o

Proposition 6.50. Let f : R" — R be differentiable. Then + is the direction in

Vi
TVl
which the function f increases/decreases most rapidly (#i& ¥ = /7 % > %) |

Proof. Let xy € R™ be given. Suppose that f increases most rapidly in the direction v,

then (Dyf)(zo) = sup (Duwf)(xo). Since f is differentiable, (D, f)(x¢) = (Df)(zo)(w) =

|w|gn=1
D .. . . . (V1) (xo)
V f)(xy) - w which is maximized in the direction ———————. =
Vi)ieo) % )l
Example 6.51. Let f : R® — R be given by f(x,y,2) = 2*ysinz. Find the direction of
the greatest rate of change at (3,2,0).
Solution: We compute the gradient of f at (3,2,0) as follows:
_ (9 of of
(V)3,2,0) = (5;(3,:2.0), 5.(3,2.0), 52(3,2,0))

= (2zysin z, 2% sin 2, 2%y cos z)‘ = (0,0, 18).

(x»yzz):(?’v:QvO)

Therefore, the greatest rate of change of f at (3,2,0) is (0,0, 1).
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6.6 The Chain Rule

Theorem 6.52. Suppose thatU < R™ is open, f : U — R™ and [ is differentiable at xo € U,
g: f(U) - R and g is differentiable at f(xo). Then the map F = go f defined by

F(z) =g(f(z)) Veel

is differentiable at xy, and

(DF)(w0)(1) = (Dg)((20)) (D) (wo)() or ((DF Z 20)) S a0).

Proof. To simplify the notation, let yo = f(zo), A = (Df)(xo) € B(R",R™), and B =
(Dg)(yo) € B(R™,RY). Let € > 0 be given. By the differentiability of f and g at zy and yq,

there exists d1,dy > 0 such that if || — zg|rn < 1 and ||y — yo|rm < 2, We have
l9(y) = 9(yo) — By — yo)[re < WHQ ?JOHRm :
Define

u(h) = f(zo +h) — f(zo) = Ah  V|h|gn <61,
v(k) = g(yo + k) — g(yo) = Bk V|k|rm < d2.

Then if HhHRn < (51 and HkHRm < (52,
ol < gl and ol < bl
Let k = f(xg+ h) — f(xo) = Ah+u(h). Then }llirr(l) k = 0; thus there exists d3 > 0 such that
|k||lgm < 09  whenever |h|gn < J3.

Since

F(zo+h) — F(xo) = g(yo + k) — g(vo) = Bk +v(k) = B(Ah + u(h)) + v (k)
= BAh + Bu(h) +v(k),

we conclude that if |A|ge < 6 = min{dy, 03},

| F(zo + h) = F(xo) = BAh[e < |Bu(h)|[ge + [v(k)[re < | B[[u(h)]rm + WHM\M
€ €
Sl + s (A1l + 8 lm) < Sl + Sl = el
which implies that F' is differentiable at xy and (DF')(xo) = BA. o
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Example 6.53. Consider the polar coordinate x = rcos, y = rsinf. Then every function

[ : R? - R is associated with a function F : [0,00) x [0,27) — R satisfying
F(r,0) = f(rcosf,rsinf).

Suppose that f is differentiable. Then F' is differentiable, and the chain rule implies that

or Ox _
[8F GF}_[af c?f} or o0 _{af 8]‘} cost) —rsinf
or 00 dr dy] |0y Oy or  dy| |sin® rcosf |
or 06

Example 6.54. Let f: R — R and F : R? — R be differentiable, and F(z, f(z)) = 0 and

oF Fy(z, f(z)) oF oF
— . Th () = —————+——£, where F, = — F,=—.
# 0. Then f'(x) By (o f@) where F, = = and F, o

y
Example 6.55. Let 7 : (0,1) — R" and f : R” — R be differentiable. Let F'(t) = f(y(t)).
Then F'(t) = (Df)(7(1)) (1)

Example 6.56. Let f(u,v,w) = u?v + wv? and g(x,y) = (zy,sinz,e®). Let h = fog:
R? — R. Find Zh

X
oh .. .
Way I: Compute P directly: Since

h(z,y) = f(g(x,y)) = f(zy,sinz,e”) = 2%y’ sinz + " sin’ z,

we have

oh
— = 2xy’sinx 4+ 2?y? cosx + e"sin® x 4 2e” cos x .

ox

Way II: Use the chain rule:

oh  0fdg  Ofdgs  Of gy 2 o
ox  oudxr = Ov §x+6w ox =2uv -y + (u° + 2wv) - cosx +v° - e

= 2xy?sinz + (2%y* 4 2e”sinx) cos x + e” sin® z.

Example 6.57. Let F(z,y) = f(z*+v?), f: R —> R, F: R? > R. Show that xaaF = y(gF
y x
Proof: Let g(z,y) = 2> + 2, g : R2 > R, then F(z,y) = (f o g)(x,y). By the chain rule,

dg dg

= f'(g(z,y)) - [(?w ay] = f'(g(z,y)) [22 2y]

oF oF
oxr 0y

which implies that
—=2f(9(z,y), - =2yf(9(x.)).

oF i
Soy—=— = f'(g(,y))2ry = x oy
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6.7 The Mean Value Theorem

Theorem 6.58. Let U < R™ be open, and f: U — R™ with f = (f1,--- , fm). Suppose that
f is differentiable on U and the line segment joining x and y lies in U. Then there exist

points cy, -+, Cp on that segment such that

fity) = filz) = (Df)(ci)(y —x)  Vi=1,-- m.

Proof. Let 7 : [0,1] — R™ be given by 7v(t) = (1 —t)z +ty. Then by Theorem 6.52, for each
i=1,---,m, (fioy) :]0,1] — R is differentiable on (0,1). By the mean value theorem
(Corollary 4.65), there exists t; € (0, 1) such that

fily) = filx) = (fio (1) = (fio)(0) = (fio ) (t:) = (Dfi)(e) (v (1)) ,
where ¢; = (¢;). On the other hand, v'(¢;) =y — «. o

Corollary 6.59. Let U < R"™ be open and convex, and f : U — R™ be differentiable. Then

for all x,y € U, there exists cq,--- , ¢, on Ty such that

fily) = filz) = (Dfi)(e)(y — @),

Example 6.60. Let f : [0,1] — R? be given by f(t) = (¢*,¢*). Then there is no s € (0,1)
such that

(1,1) = f(1) = f(0) = f(s)(1 = 0) = f'(s)
since f'(s) = (2s,3s?) # (1,1) for all s € (0,1).

Example 6.61. Let f : R — R? be given by f(z) = (cosz,sinz). Then f(27) — f(0) =

(0,0); however, f'(z) = (—sinz,cosx) which cannot be a zero vector.

Example 6.62. Let f be given in Example 6.34, and U be a small neighborhood of the
curve
C={(z,y) |2 +y’=12<0} u{(z,+1)|0 <z <1}.

Then

-1 - f1,1) =2

On the other hand,

00,2 = [ ][] - s

. 3T . 2 . a3 .
which can never be ?w since ‘2733 < 3 if (x,y) € U while g > 3. Therefore, no point
X

_{_yQ‘

(x,y) in U validates

(Df)<x7y)((1v _1) - (17 1)) = f(lv _1) - f(l, 1)'
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Example 6.63. Suppose that A < R" is an open convex set, and f : A — R™ is differen-
tiable and D f(z) = 0 for all x € A. Then f is a constant; that is, 3o € R™ 3 f(z) = « for
all x € A.

Reason: Since A is convex, then the Mean Value Theorem can be applied to any x,y € A
such that fi(z)—fi(y) = Dfi(ci)(x—y) =0 (.- Df; =0) fori=1,2,--- ,m; thus f(z) = f(y)

for any x,y € A. Let a = f(x) € R™, then we reach the conclusion.

Example 6.64. Let f : [0,00) — R be continuous and be differentiable on (0, ). Suppose
that f(0) =0 and f’(z) is non-decreasing (that is, if z < y, then f'(z) < f'(y)). Show that
_ f(=)

g:(0,0) > R, g(z) = —= is also non-decreasing.
T

Proof: 1t suffices to prove ¢’(x) = 0. Since f is differentiable on (0, «0), then g is differentiable
_ 2f'(@) — f(z)

5 . Hence
e

on (0,%), and ¢'(x)
g(@) = 0= af(x) > f(z).

Let z > 0 be fixed. Applying the Mean Value Theorem to f we find that

dce (0,2) 3 f(z) = f(z) = f(0) = f(c)(x — 0) < zf'(z).

Theorem 6.65. Let U < R™ be open, K < U be compact, and f : U — R be of class €*.
Then for each € > 0, there exists 6 > 0 such that

f(y) = f(z) = (Df) )y — 2)| <ely = zen if |y~ 2|en <6 andz,ye K.
Proof. Define g : U xU — R by

[f(y) = f(@) = (Df)(@)(y — )]
g(@,y) = ly — |gn
0 ify==x.

ity #x,

Since f is of class €, g is continuous on U x U. In fact, it is clear that g is continuous at
(x,y) if x # y, while the mean value theorem implies that f(w) — f(z) = (Df)(&)(w — 2)
for some £ on the line segment joining w and z; thus

. [f(w) = f(z) = (Df)(2)(w = 2)]

im sup

(55) > (z2) |w — 2[R

. (Df)E) = (Df)(=)(w—=2)] .
= limsup ‘( ) ‘ < limsup H(Df)(f) - (Df)(z)H@(RnR) =0.

(z,w)—(z,x) ||w - ZHRTL (z,w)—(z,x)

zF#w zH#w

Now by the compactness of K x K, for each given £ > 0, there exists § > 0 such that
lg(z,w) — g(z,y)| < e if |(z,w)— (x,y)|gen <0 and x,y, z,w € K .
In particular, with (z,w) = (z,z) we find that |g(z,y)| < ¢ if | — y|r» < 0; thus

[f(y) = (@) = (Df)(2)(y — 2)|

ly = @[gn

<e if 0<|r—yle <5, 2,y K. o
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Corollary 6.66. Let U < R™ be open, K € U be compact, and f : U — R™ be of class €.
Then for each € > 0, there exists 6 > 0 such that

|f(y) = f(@) = (DH@)(y = 2) g <ely = 2]z i y—2|ze <6 andz,ye K.

6.8 Higher Derivatives and Taylor’s Theorem

6.8.1 Higher derivatives of functions

Let 4 < R™ be open, and f : U — R™ is differentiable. By Proposition 6.5, the space
(BR™,R™), ||| 2z zm)) is a normed space (in fact, it is a Banach space), so it is legitimate
to ask if Df : U — Z(R",R™) is differentiable or not. If Df is differentiable at xy, we
call f twice differentiable at xo, and denote the twice derivative of f at z¢ as (D*f)(xg). If
Df is differentiable on U, then D?f : U — ,%’(R”, BR", Rm)) Similar, we can talk about
three times differentiability of a function if it is twice differentiable. In general, we have the

following

Definition 6.67. Let (X, | - |x) and (Y, ] - |y) be normed spaces, and U < X be open. A

function f : U — Y is said to be twice differentiable at a € U it
1. f is (once) differentiable in a neighborhood of «;

2. there exists Ly € #(X, #(X,Y)), usually denoted by (D?f)(a) and called the second
derivative of f at a, such that

H(Df)(37> —(Df)(a) = La(z — a>”@(x,y)

lim =0.
z—a lz — allx

For any two vectors u,v € X, (D?f)(a)(v) € B(X,Y) and (D?f)(a)(v)(u) € Y. The vector
(D?f)(a)(v)(u) is usually denoted by (D?f)(a)(u,v).

In general, a function f is said to be k-times differentiable at a € U if
1. fis (k — 1)-times differentiable in a neighborhood of a;

2. there exists L, € B(X,B(X,--- ,B(X,Y)---)) , usually denoted by (D*f)(a) and

~
k copies of “X” k copies of “)”

called the k-th derivative of f at a, such that

- H(Dk_lf)(af)) — (Dk_lf)(a) — Li(z —a) BXCAX, - BXY)) 0.
z—a |l — allx

For any k vectors u(V,---u® e X, the vector (D*f)(a)(u, - ,u®) is defined as the
vector

(D" f)(a) (™) (@®) - ().
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Example 6.68. Let (X, - |x) and (Y,] - |y) be two normed spaces, and f(z) = Lz for
some L € B(X,Y). From Example 6.10, (D f)(zo) = L for all zy € X; thus (D?f)(x) =0

since Df : U € B(X,Y) is a “constant” map. In fact, one can also conclude from

PN~ (D)~ 06— )y,

T—x0 HCC — 330“)(

=0

that (D?f)(zg) = 0 for all zp € X.

Remark 6.69. We focus on what (D*f)(a)(u)(---)(u1) means in this remark. We first
look at the case that f is twice differentiable at a. With x = a + tv for v € X with |v|x =1
in the definition, we find that

. |(Df)(a+tv) = (Df)(a) = t(D*f)(a)(v)

t—0 |t|

AXY) _

Since (Df)(a + tv) — (Df)(a) — tD*f)(a)(v) € B(X,Y), for all u € X with |u|x = 1 we

have

[(Df)(a + tv)(w) — (Df)(a)(u) — t(D*f)(a)(v)(u)],

b 1]
i [[(Df)a+ tv) - (Df)??’) — (D2 (@) ()] (),
- [(Df)(a+tv) - (Df)(c‘zt)‘ D N@E iy

On the other hand, by the definition of the direction derivative,

(Df)(a+tv)(u) = (Df)(a)(u) = lim

s—0

?

[f(a—i—tv—i—su)—f(a—i—t@) fla+ su) — f(a)

thus the limit above suggests that

(D*f)(a)(v)(u) = li_{%h_r)% fla+tv+su) — f(a —Zttv) — fla+ su) + f(a)

fla+tv+su) — f(a+tv) fla+su)— f(a)

lim — lim
— hm s—0 S s—0 S
t—0 t
= D,(Dyf)(a).

Therefore, (D?f)(a)(v)(u) is obtained by first differentiating f near a in the u-direction,
then differentiating (D f) at a in the v-direction.

In general, (D*f)(a)(ug)---(uy) is obtained by first differentiating f near a in the u;-
direction, then differentiating (D f) near a in the up-direction, and so on, and finally differ-

entiating (D¥1f) at a in the u-direction.

Remark 6.70. Since (D?*f)(a) € B(X,B(X,Y)), if vj,v, € X and ¢ € R, we have
(D?f)(a)(cvr +v2) = c(D%f)(a)(v1) + (D*f)(a)(vy) (treated as “vectors” in B(X,Y)); thus

(D*f)(a)(cvr + v2)(u) = c(D*f)(a)(v1)(u) + (D*f)(a)(v2)(u) ~ Yu,v1,v2€ X
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On the other hand, since (D?f)(a)(v) € Z(X,Y),
(Df)(a)(v)(cur + uz) = c(D*f)(a)(v)(u1) + (D*f)(a)(v)(uz) ~ Vur,uz,veX.

Therefore, (D?f)(a)(v)(u) is linear in both u and v variables. A map with such kind of
property is called a bilinear map (meaning 2-linear). In particular, (D?*f)(a) : X x X —» Y
is a bilinear map.

In general, the vector (D*f)(a)(u, - ,u®) is linear in u™®, ---, u®; that is,

(DEF)(a)(wD, - ulY av + fuw,uD o WP
= a(D*f)(@) (a0l )
+ 5(Dkf)(a)(u(1)7 . ’u(i—1)7w7u(i+1)’ o ’u(k))

for all v,w € X, a,8 € R, and ¢ = 1,--- ;n. Such kind of map which is linear in each
component when the other £ — 1 components are fixed is called k-linear.

Consider the case that X is finite dimensional with dim(X) = n, {el, €9y .. ,en} is a basis
of X, and Y = R. Then (D?*f)(a) : X x X — Y is a bilinear form (here the term “form”

means that Y = R). A bilinear form B : X x X — R can be represented as follows: Let
a;; = B(e;,ej) e Rfori,j=1,2,--- ,n. Given z,y € R", write u = >, u;e; and v = ) vje;.

=1 j=1
Then by the bilinearity of B,

11 - Aip U1

B(u,v) = B( ) we;, Y vjej) = > uvjay = [ug -+ ]
i=1 =1

4,Jj=1
Qp1 - Apn Un

Therefore, if f: U4 < R" — R is twice differentiable at a, then the bilinear form (D?f)(a)

can be represented as

(D*f)erer) -+ (D*f)(@)(er en)] Ty,
(D*f)a)(u,v) = [ur -+ ] : . : :
(D2f)(en,e1) - (D2f)(a)(en,en)] L™

The following proposition is an analogy of Proposition 6.31. The proof is similar to the

one of Proposition 6.31, and is left as an exercise.

Proposition 6.71. Let U < R"™ be open, xog € U, and f = (fi,-+ , fm) : U — R™. Then
f is k-times differentiable at xo if and only if f; is k-times differentiable at xo for all

i=1,,m.

Due to the proposition above, when talking about the higher-order differentiability of

f:U S R" - R™ and a point x5 € U, from now on we only focus on the case m = 1.

Example 6.72. In this example, we focus on what the second derivative (D?f)(a) of a
function f is, or in particular, what (D?f)(a)(e;, e;) (which appears in the Remark 6.70) is,
if X = R2
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Let f :R? — R be differentiable, then

(DN )] = (L) few)] = |Lay Lay).

Suppose that f is twice differentiable at (a,b), and let Ly = (D?f)(a,b). Then
lim H(Df)(xv y) - (Df)(a’ b) - LQ((x -4,y — b)) H%(RQ,R)
(m’y)*’(avb) \/(ﬂf — CL)2 + (y — b)2
or equivalently,

N feley) Sy(ew)] = [fala,d) fyab)] = [L2((z = a,y = 0)] | ey
lim
(,y)—(a.b) v (z —a)?+ (y —b)?

=0

=0,

where [Lg ((m —a,y— b))] denotes the matrix representation of the linear map Lo ((x —a,y—
b)) € Z(R*% R). In particular, we must have

lim [fm(xab)_fx(%b) fy(x’b)_fy(avb)] _ [Lzel} H ] =0
z—a r—a r—a #(R2R)

and
hm H |:fx(aay) :fx(aab) fy(aay):fy(aab)] o [L262} — 0
y—b y—> y—2>b %(R2 R)

Using the notation of second partial derivatives, we find that

|:L2€]_:| = [fm(a,b) fya(a, b)} and [Lgeg] = [fxy(a,b) fyy(a,b)] ,

where fo, = (f2)y = ;y(gi) and fy, = (fy)s = ai(gi

[Lov] = [La(vier + vaea)] = [vifoa(a,b) + V2 fay(a,b) v1fye(a,b) + vafy,(a,b)] .  (6.8.1)

). Therefore, if v = vie; + voesq,

Symbolically, we can write

(2] = | [feel@) Suu@b)]  [fryf@d) f(ad)] ]

so that

@NWHWﬁﬂ:uﬂﬁﬂ:Umm@(mm@]me@ mmmﬂﬁj

V2

=0 [fwiv(a7 b) fyz(aa b)] + vy [fﬂﬁy(a7 b) fyy(a7 b)] .

For two vectors w and v, what does (D*f)(a,b)(v)(u) or (D%f)(a,b)(wu, v) mean? To see

this, let w = uie; + uses and v = vie; + vg9es. Then

(2o 0] = [0 (0] o] = Lt )] [

Uy
U2

~lo el [ Bl 1],
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Therefore, (D*f)(a,b)(e1,e1) = fuu(a,b), (D*f)(a,b)(e1,e2) = fuy(a,b), (D*f)(a,b)(ez,e1) =
fyo(a,b) and (D*f)(a, b)(e2, €2) = fyy(a,b).

On the other hand, we can identify Z(R?* R) as R? (every 1 x 2 matrix is a “row” vector),
and treat g = [D f]T : R? — R? as a vector-valued function. By Theorem 6.18 (Dg)(a, b)
can be represented as a 2 x 2 matrix given by

22 (@, zy(a, b
(o] = [0 o)
We note that the representation above means
H [fm @, y} {fgc(m b)] _ [fm(a,b) fay(a, b)] [a: —a}
fy(z,9) fy(a,b) fyz(a,0)  fyy(a,b)] [y —b
(@) (ad) V(@ —a)?+(y—b)?
The equality above is equivalent to that
faa(a;b)  fya(a,b
 lwenes) - (o] - - y-4 ety B )
(2.9)—(a.0) Vi@ —a)®+(y—b)?
According to the equality above, Ly, = (D?f)(a,b) should be defined by

tatns s = o [ffer) o] = ([l o] o))

which agrees with what (6.8.1) provides.

Proposition 6.73. Let U < R™ be open, and f : U — R. Suppose that f is k-times

differentiable at a. Then for k vectors uV,--- u®) e R",
D@, ) = (@@
’ 7 G1,e o de=1 5$jkaxjk_1 ce ale 71 )2 Tk
n 0 ( 0 ( 0 ( aof ) )) 1) (@) ®
j1,'~Z,j:k1 05y, \ 03y, 0xj, \0xj, ( ) J1 J2 Gk

where u = (ugi),ugi), . ,qu)) foralli=1,--- k. (X {R4E5 7 T It Th bk B
B2 BB E o T*%iﬁﬁ - BRI ENSEBAE)

Proof. We prove the proposition by induction. Let {ej , be the standard basis of R". By
Remark 6.70 (on multi-linearity), it suffices to show that

(Dkfxa)(ejk)(ejkﬂ) T (ejz)(eji) = (Dkf)(a)(eju T 7ejk) =

since if so, we must have

(D@ @, u®) = (D*f)(a)( Z e i we,)

=3 % SO e el o)

ok f

axjk amjk—l e ale

(a) (6.8.2)




Note that the case k = 1 is true because of Theorem 6.18. Next we assume that (6.8.2)
holds true for k& = ¢ if f is (¢ — 1)-times differentiable in a neighborhood of a and f is
(-times differentiable at a. Now we show that (6.8.2) also holds true for k = ¢ + 1 if f is
(-times differentiable in a neighborhood of a, and f is (¢ 4 1)-times differentiable at a. By
the definition of (¢ + 1)-times differentiability at a,

[(D*F)() — (D' )(a) — (D F)(@)(@ — )] g )

o o — ale =0
Since
‘[(fo () = (D" f)(a) = (D f)(a)(@ — )] (ez,) -+~ () ()
(D" f)(x) = (D' f)(a) = (D) (a) (@ — a)] (ez,) -+ (e52) AL

)
[
(D' f)(x)
(D°f)(x)

<
< H (sz)(a) - (De+1f> (a)(x - a)H@(ang(Rn’...7(@(]1@717]1@)...))“6]'1 HR" T Heﬂ”R"
= [(D'f (

T Def)(a) - (Df-i-lf) (CL)((L' - a>H,@(R",EZ(R",~-,%(R”,R)m)) ?

using (6.8.2) (for the case k = ¢) we conclude that

@ (@ D D@ e g )
lim 0xj,0nj, | 0Tj, 0xj,0xj, | 0z, e
z—a |z — a|rn
i [P @) e eie) = (DE)(@) e, veg) = (D) (@) (w — a) e, s es)]
z—a |z — a|rn
< lim |(D°F) (@) — (D f)(a) — (D' f)(a)(z — a) | 2@n 2@, BEn R)-)) _ 0.
r—a |z — a|grn
In particular, if z = a+te;,,, for some jo41 = 1,--- ,n, by the definition of partial derivatives
we conclude that
of N o'f a
(D£+1f> (a)(ejN . ejZJrl) _ 11_{% 02,0z, , - 0Tj, (z) t 0x;,015, - 015, (a)
aZJrlf

(a)

B asz.iﬂasz 0xjy,_y -+ 0
which is (6.8.2) for the case k = ¢ + 1. o
Example 6.74. Let f : R? — R be given by f(z1,75) = x?cosxy, and u) = (2,0),

u® = (1,1), u® = (0,—1). Suppose that f is three-times differentiable at a = (0,0) (in
fact it is, but we have not talked about this yet). Then

3f 2) (3
(D*f)(a)(u, u®, u®) Z 7&% (a)ul’ u( ¥ =

0x;0x;
1,5,k

03f
= 2:1-(-1

Z 03:26:636:61 I

03 f
030z,

(0,0)-2-1-(=1)=0.
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Corollary 6.75. Let U < R" be open, and f: U — R be (k + 1)-times differentiable at a.

Then for uM, .. u®) y*+) e R,

n

k+1 D ... k+1) uF Y k O N )
DD D) = P V] DA, )
In other words, (using the terminology in Remark 6.42) (Dk+1f) a)(u®, - u®) kDY) g
the “directional derivative” of the function (D*f)(-)(u,--- ,u®) at a in the “direction”
(k+1)
uF .

Proof. By Proposition 6.73,

n

k+1
(D)), u® ) =Y e (Ll ARt T e

. . . J1 Ik Jk+1
az]kJrl 0xj, oxj,

J1y s JksJk+1=1

(k+1) Zn: @k“f (a)u(l) (k)

I
9 =
s

Pt Jk+1 P 6xjk+1axjk Ce ﬁle J1 Jk
n k
= (k+1) Y o f (@)ul ..y
= u; ——(x)u; - u;
J ... . J J
vt k+1 axjk Ve=a = 0xj, -+ 0xj, 1 k
_ Z D) 0 (D* ) (@)D, -, u®). .
) Jk+1 593jk+1 r—a
Jr+1=1

Example 6.76. Let f : R? — R be twice differentiable at a = (a;,as) € R?. Then the

proposition above suggests that for u = (uy, us),v = (v, v9) € R?

(D?f)(a)(v)(u) = (D*f) ”Z ax]axl a)uv;
_ gZ(a)um + aj;’;l (@yurvs + ffé];g (@)uavs + ZZ’; (Vs
2 2
= [ us) %(“) &%2{:1:1 " [zj .
dmon @ 2@

In general, if f : R® — R be twice differentiable at a = (ai, -+ ,a,) € R". Then for

U = (ula"' >un)>/U = (/017"' >vn) € R?
>f >f |
T.T%(a> al‘nal’l (CL) .
(D*F)(@)(w)(u) = [ur - ] : :
an aZf Un,
0005, @ a2 @

The bilinear form B : R” x R™ — R given by
B(u,v) = (D*f)(@)(0)(u)  Vu,veR"
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is called the Hessian of f, and is represented (in the matrix form) as an n x n matrix by

%f %f i
07:%(@) 0x, 011 (a)
0% f 0% f

| 0z102), @ @(&) i

2

axgx‘(a) of f at a exists for all i,7 = 1,--- ,n (here the
jOLg

twice differentiability of f at a is ignored), the matrix (on the right-hand side of equality)

If the second partial derivatives

above is also called the Hessian matrix of f at a.

Even though there is no reason to believe that (D?f)(a)(u,v) = (D?f)(a)(v,u) (since
the left-hand side means first differentiating f in w-direction and then differentiating D f
in v-direction, while the right-hand side means first differentiating f in v-direction then
differentiating D f in u-direction), it is still reasonable to ask whether (D?f)(a) is symmetric
or not; that is, could it be true that (D?f)(a)(u,v) = (D?f)(a)(v,u) for all u,v € R"? When
f is twice differentiable at a, this is equivalent of asking (by plugging in u = ¢; and v = ¢;)
that whether or not

> f o

The following example provides a function f : R? — R such that (6.8.3) does not hold at
a = (0,0). We remark that the function in the following example is not twice differentiable

at a even though the Hessian matrix of f at a can still be computed.

Example 6.77. Let f : R? - R be defined by

W@ =) it (2,4) % (0,0),

fla,y) =< @ +y°
0 if (z,y) = (0,0).
Then by a2y .
iy +4x°y° — vy .
if (xz,y) # (0,0),
Ly =] @rgp H00F00)
0 if (z,y) = (0,0),
and

x® — 4:L‘3y2 — azy4
fy(zy) = (% +52)?
0 if (z,y) = (0,0),

It is clear that f, and f, are continuous on R?; thus f is differentiable on R%. However,

. (0, k) — f2(0,0
Fey(0,0) = Jim FORNZI00)

if (z,y) # (0,0),

while

f£,2(0,0) = }g% fy(h,0) ; £,(0,0) _ L.

thus the Hessian matrix of f at the origin is not symmetric.
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Definition 6.78. A function is said to be of class € if the first r derivatives exist and
are continuous. A function is said to be smooth or of class € if it is of class € for all

positive integer 7.
The following theorem is an analogy of Corollary 6.36.

Theorem 6.79. Let U — R"™ and f : U — R. Suppose that the partial derivative
k
f exists in a neighborhood of a € U and is continuous at a for all j1,- -+, Jp =
axjkﬁxjk—l T 5%']'1
o f

axjk axjk—l e ale

1,---,n. Then f is k-times differentiable at a. Moreover, if s continuous

on U, then f is of class €*.

Theorem 6.80. Let U < R™ be open, and f : U — R. Suppose that the mized partial
of of  *f 0% f

derivatives , =, , exist in a neitghborhood of a, and are continuous at a.
6xi a$]’ 8@8@ ax]al‘z
Then , )
o°f o°f
= . 6.8.4
0x;0x; (a) 0x;0x; @) ( )

Proof. Let S(a,h,k) = f(a+ he; + ke;) — f(a+ he;) — f(a+ kej) + f(a), and define p(z) =
f(x + he;) — f(z) as well as Y(x) = f(z + ke;) — f(z) for = in a neighborhood of a. Then
S(a,h, k) = p(a+kej) —¢(a) = P(a+he;) —1P(a); thus the mean value theorem implies that
there exists ¢ on the line segment joining a and a + ke; and d on the line segment joining a
and a + he; such that

S(a,h k) = pla+ hey) — p(a) = k22 (¢) = k(2 (¢ + hey) — <L (¢)),

ox;j ox;j 0x;
S(a. k) = wla+ he) — (@) = h 22 (d) = h( (a4 key) — D))

As a consequence, if h # 0 # k,

S(a,h,k) 1,0f of
= = (5 (et he) = =(0))

ox;

1,0f of oy

h*ox;

By the mean value theorem again, there exists ¢; and d; on the line segment joining c,
¢+ he; and d, d + ke;, respectively, such that

T4 = =L ey
= c1) -
(?:U]O:Ei ! 6.%1&’:13] !
: o 0’ f 0?f
The theorem is then concluded by the continuity of and at a, and ¢; — a
al'i(al'j (}.CU](}CCZ
and d; — a as (h, k) — (0,0). o

Corollary 6.81. Let U < R™ be open, and f is of class €*. Then
(DQf)(@)(Uﬂ)) = (D2f)(a)(ﬂ, u) Yaeld and u,v e R".

166



Remark 6.82. In view of Remark 6.69, (6.8.4) is the same as the following identity

lim lim fla+ he; + kej) — fa+ he;) — fla+ kej) + f(a)
h—0 k—0 hk
i fim L@ e he) = flathe) = fla+ bey) + f(a)
k—0 h—0 hk

which implies that the order of the two limits lim and lim can be interchanged without

—0 k—0

changing the value of the limit (under certain conditions).
Example 6.83. Let f(z,y) = yz? cosy?. Then
foy(m,y) = 22y cosy?), = 2z cosy® — 2xy(2y) siny® = 2x cosy* — 4ay®siny?,

(T, y) = 22 cosy? — yx?(2y) siny?), = (2% cosy? — 22%y?% siny?),
Y ) Y Y Y Yy () ) Yy
= 2z cosy® — day’siny® = fo,(7,y).

6.8.2 Taylor’s Theorem

Theorem 6.84. Let f : (a,b) — R be of class €t for some k € N, and ¢ € (a,b). Then

for all x € (a,b), there exists d in between ¢ and x such that

P
:Z x—cj—l—%(x—c)(k“),

where fY)(c) denotes the j-th derivative of f at c.

()

k
Proof. Let g(z) = f(x) — ] ) (r —¢)?, and h(z) = (x — ¢)*™L. Then for 1 < j <k,
i=0

99() = () = 0

thus by the Cauchy mean value theorem (Theorem 4.64), there exists & in between x and

¢, & in between &; and ¢, - - -, &1 in between & and c such that
g(x) _gx)—glo) _g(&) _gE)—g(c) _4¢"&) _
h(z)  h(z)—h(c)  W(&) WE)—NW() (&)
_9™(&) _ g™M(&) — 9™ () _ g" V(&) _ I (&)
h{®) (&) h(’“ (&) —h® () hE(G) (k1)

Letting d = &1 we conclude the theorem. =

Theorem 6.85 (Taylor). Let U < R™ be open, and f : U — R be of class €*1. Letz,ael
and suppose that the line segment joining x and a lies in U. Then there exists a point ¢ on

the line segment joining x and a such that

51 1
Zﬁ JI—CL7';,$—CJL)+(IC+1)(Dk+1f)()( CL,'-’ .I‘—CL)

j copies of x —a (k+1) copies of x —a

J=1
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Proof. Let g(t) = f((l —t)a—i—tx). Then g : (—=§,1+0) — R is of class €**!; thus Theorem
6.84 implies that for some ¢y € (0, 1),

(6.8.5)

By the chain rule,

g(t) = (Df)((1 = t)a + tz)(z — a) Z

thus

"(t) = ”221 axjéfxi ((1 —t)a+ tm) (w; — ai)(xj - aj) = (DQf)((l —t)a+ tx) (x —a,x — a).
By induction, we conclude that
gV(t) = (D)1 —t)a—i—tm)(? —a, -, —a);

J

'
j copies of x — a

thus with ¢ = (1 — tg)a + tox, (6.8.5) implies that

1
— a)(x —a, - ,x—a)+

(D fY(e)(x —a, - , 2 —a). o

\\Mw

(k+1)!

Definition 6.86. Let &/ < R™ be open, and f : i/ — R be of class €*. The k-th degree

Taylor polynomial for f centered at a is the polynomial

J copies ¢ — a

Corollary 6.87. LetUd < R" be open, f : U — R be of class €1, and define the remainder

k
1
Ri(a,h) = f(a+h) — 2— h,-- . h).

&

Then lim Ry(a, h)

=0, or in notation, Ri(a,h) = o(|h|%.) as h — 0.
=0 |hllgn

Example 6.88. Let f(x,y) = e”cosy. Compute the fourth degree Taylor polynomial for
f centered at (0,0).
Solution: We compute the zeroth, the first, the second, the third and the fourth mixed

derivatives of f at (0,0) as follows:

f(0,0)=1, f-(0,0) =1, f,(0,0) =0,
f22(0,0) =1, f2y(0,0) = £,.(0,0) =0, fuy(0,0) = —1,
fr22(0,0) =1, Joay(0,0) = f1y2(0,0) = fy22(0,0) =0,
fyyy(0,0) =0, Syy(0,0) = fyay(0,0) = f2y,(0,0) = —1,
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and

fraaw(0,0) =1, fyyyy(0,0) =1,
Jrw2y(0,0) = fozyo(0,0) = fayez(0,0) = fyez0(0,0) =0,
Seyyy(0,0) = fyayy(0,0) = fyyay(0,0) = fyyy2(0,0) =0,
Jaayy(0,0) = fayay(0,0) = fayya(0,0) = fyaay(0,0)

= fyays(0,0) = fyyea(0,0) = —1.

Then the fourth degree Taylor polynomial for f centered at (0,0) is

£(0,0) + £.(0,0)z + £,(0,0)y + % [fm(o, 0)2% + 2 £, (0,0)zy + f,, (0, O)yz}
+ é [ foze(0,0)2% + 3 f12y (0, 0) 2%y + 3 fryy (0, 0)2y + £y (0, 0)y3]
+ 2%1 [ Frzez (0,002 + 4 frzry (0,0)2% + 6 fryy (0, 0)2%y?
+ 4 fayyy (0, 0)5’33/3 + Sy (0, 0)3/4]
=1+4+x+ %(xz — y2) + é(:ﬁ — 3xy2) + 2—14(334 — 62%y? +y4) .

Observing that using the Taylor expansions

1 1 1 1 1
ex:1+x+§x2+6x3+ﬂx4+--~ and cosy:1—§y2+ﬂy4+---,

we can “formally” compute e” cosy by multiplying the two “polynomials” above and obtain
that

1 1 1 1 1
x “_»1q — (2% —? —xd — Zxy? — 2t — —2?y  + —¢%) + hot.;
e” cosy +x+2($€ y)+(696 23:y)+(24w 1Y +243/)+ 0.t.;
where h.o.t. stands for the higher order terms which are terms with fifth or higher degree.

Definition 6.89. Let &/ < R™ be open. A function f : U — R is said to be real analytic
. 1, . .
at aelU if f(z) = /E‘OH(D f)a)(x —a,--- ,x —a) in a neighborhood of a.

Example 6.90. Let f: R — R be defined by

1
exp (———) ifx >0,
fay =] P
0 ifrx<0.

Then f is of class €%, and f*)(0) = 0 for all k € N. Therefore, f is not real analytic at 0.

6.9 Maxima and Minima
Definition 6.91. Let &/ < R" be open, and f : U — R.
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1. If there is a neighborhood of zg € U such that f(z() is a maximum in this neighbor-

hood, then xj is called a local maximum point of f.

2. If there is a neighborhood of z¢ € U such that f(x() is a minimum in this neighborhood,

then x is called a local minimum point of f.

3. A point is called an extreme point of f if it is either a local maximum point or a

local minimum point of f.

4. A point ¢ is a eritical point of f if f is differentiable at zq and (D f)(zo) = 0; that
is, (Df)(zo) € Z(R",R) is the trivial map.

5. A point zg is a saddle point of f if x( is a critical point of f but not an extreme

point of f.

Theorem 6.92. LetU < R"™ be open, f :U — R be differentiable, and xo € U is an extreme
point of f. Then xq is a critical point of f.

Proof. Suppose the contrary that the linear map (Df)(zo) : R™ — R is not the zero map;
that is, Ju € R", u # 0 3 Df(x0)(u) = ¢ # 0 for some constant ¢ € R. W.L.O.G, we can
assume that ¢ > 0 (for otherwise change u to —u). By the differentiability of f,
c
36 > 03 [f(xo + h) = f(ze) = Df(w0)(h)] < W”hHRn whenever [hgr» <.
]Rn
Take Ao > 0 such that Agllu||gn < d. Then for any 0 < A < Ao, |Au

c e

< — Aufen = 28
< e N

|f (o £ Au) — f(wo) T AD f (o) (u)] >

Therefore, —% < f(zo £ Au) — f(xg) F Ae < % which further implies that

f(zo) < fxo + Au) — %C < f(zo+ Au) and f(zo) = f(xo— u) + %C > f(xg — A\u)

for all A > 0 small enough. As a consequence, xy cannot be a local extreme point of f, a

contradiction. o

Definition 6.93. If f : U/ — R is of class €2, the Hessian of [ at x( is the bilinear
function H,,(f) : R" x R™ — R given by

on(f)(u,v) = (D2f)(x0)(u, U) Vu,veR".

The matrix representation of H,,(g)(+,) is given by

0? 0? i
6xj%r(x0) 6xn§fx1 (o)
[Hﬂco (f)} = :
0? 0?
8xlafxn (xo) o ﬁ(%)

in the sense that Hy,(f)(u,v) = [u]"[Hy, (f)][v] = (0] [Hao (f)] [u).
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Definition 6.94. A bilinear form B : R" x R* — R is called ? osztz:v € deﬁnz.t €
negative definite
positive semi-definite

> .
B(u, u) - 0 for all u # 0, and is called negative semi-definite

if B(u,u) i 0 for all u € R™.

Theorem 6.95. Let U < R™ be open, and f : U — R be a function of class €.

negative

1. If xg is a critical point of f such that the Hessian H,,(f) is positive

definite, then f

mazrimum .
has a local =~ .. point at xg.
minimum

maximum negative

2. If f has a local P point at xo, then H,,(f) is positive semi-definite.

Proof. 1. Suppose that H,,(f) is negative definite.

Claim: There exists —o0 < A < 0 such that

Hoo (f)(u,u) < M|u|zn VueR" (6.9.1)

Proof of claim: Let A\ = max  H, (f)(u,u). Then —c0 < A < 0, and for all

ueR™, Jufzn =1

u € R™ with u # 0,
u u

Hx T
o Gl Tulsr

The inequality (6.9.1) follows from that the Hessian H,,(f) is bilinear.

) <A VueR“u#0

Since f € €2, there exists § > 0 such that D(zq,d) € U and

HHx(f) - on(f)

Note that the inequality above suggests that

| Ho(f)(uyu) = Hey (f)(u,u)| = |(Ho(f) = Hao(£)) (0, u)| < =Alu]e. (6.9.2)

Now since ¢ is a critical point of f, (Df)(zg) = 0. As a consequence, by Taylor’s

B BENR) S A Ve D(xg,0).

theorem (Theorem 6.85), for any x € D(x,0), we can find ¢ = ¢(z) € TZy such that

() = (o) + (D) (w0)(w = 20) + 5 (D))o = 0, — o)
= Ja)+ 5 (D))o = o, = 20) + 5 [(D1)(€) = (D) )] (& — 0,2 o)
< Jwo) + Ml — ol -+ 2 [(D*)(0) — (D 1))z 0,2 — 20)
= $w0) + M = ol + 5 (& — 7o) [Ho(f) ~ Hy ()] 2~ 20).

Note that ¢ = ¢(z) € D(xq,9) if x € D(z,0); thus (6.9.2) implies that

(.T - xO)T [Hc(f) - Hzo(f)] (I - 'TO) < —AHZE — o

2
Rn -

As a consequence, for all x € D(xg,6), f(x) < f(zo) which validates that z, is a local

maximum point of f.
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2. Suppose the contrary that f has a local maximum point at xy but for some u € R",
Hao(f)(u,u) > 0.

By Theorem 6.92, (D f)(x¢) = 0; thus Taylor’s Theorem suggests that

1

f(@) = f(wo) + 5(D*f)(e)(w — o, 2 — x9) = f(wo) + %(w — @) [He(f)] (2 — o).

Since zg is a local maximum point of f, there exists § > 0 such that f(z) < f(xo) for

all x € D(xo,d). As a consequence,
(z — z0) " [Ho(f)] (z — o) = 2[f(2) — f(z0)] <O V2 e D(xg,0).

Let 0 <t <dand v =zp+ tﬁ. Then x € D(x,0); thus
u R”

Ho(f)(u,u) <0 ¥te(0,6).

We note that ¢ depends on ¢, and ¢ — xg as t — 0. Therefore, by the continuity of

H,(f), passing t — 0 in the inequality above we find that
Hao (f)(u,u) <0
which is a contradiction. O

Remark 6.96. Inequality (6.9.1) can also be obtained by studying the largest eigenvalue of
H,,(f). Note that since f € €2, H,,(f) is symmetric by Theorem 6.80. As a consequence,

there exists an orthonormal matrix O € GL(n) whose columns are (real) eigenvectors of

Ha:o(f)
H,,(f) = OAD",

where A is a diagonal matrix whose diagonal entries are eigenvalues of H,,(f). Note that

by the orthonormality of O, every vector u € R" satisfies Q% u|gn = |ul|ge. Therefore,
Hy, (f)(u,u) = v OAQ w = (07u) "A(0"u) < A0 ulfgn = Alulfin
where A is the largest eigenvalue of A.

Remark 6.97 (Sylvester’s criterion). To justify if a matrix [H,,(f)] is positive/negative
definite, let

A
oz? 0x1,011
Ay = : : (o) -
it OO |
| Ox10xy, &azi i
. positive o . det(Ag) >0 o
Then H,,(f) is negative definite if and only if (1) det(Ag) > 0 forall k=1,--- ,n.
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Chapter 7

The Inverse and Implicit Function
Theorems

7.1 The Inverse Function Theorem ( ¥ & #c ¥ 32 )

Foonfe IR 8% RfFd - B S F s R e R R - B S K- - o
SRR A AR EF Sk B4z & Sk o D3 A DY g.@:ﬂ'rzm P
o AT li*mli S BF o @AY oy g A3 ek = & SoficsinT (& arcsin)
cos™! (& arctan) % tan™' (& arctan) > T E F 52 AP R & ke s d

bR AR L Ho e (FINF SlE b Tt BB BRAR - B (4 RF
E’ﬁ) i%iié";ﬁ:lrﬁtmﬁ \;—’Mg{ ’ '#7 #:3\" ff“ﬁ,\f; g ;LF \mﬁfn‘” ]}__—1—“ Jﬂn?‘liﬁé_} l:J' B o
Yoie g - B mﬁ';: JHRER P OF SOy 0 AP R AR L AT -

( q-\jﬁﬁ BHSH) DFRTF A LEFE ?2d - ek S 2 (Theorem 4.71) 2 i v
Ju)fﬁﬂx g niE RN A AR BER o A S RSBk T o Mt
/7,\2 BREEREZERATR A - B A FAPRER (46.1) BV FD A
% %@:ﬁ'b’» MG AR i > T E_(Df)(x) & B bounded linear map ¥ i 44 o
o BE fe® > 7%Ad Theorem 6.8 2 P arig - BB xy 4ok (Df)(xg) ¥ i
TR - BaE R (Df)(x )""K"';ﬂ o HTITE g LB F B Mg it 3 (Df)
- BEV EEBEE FIAPE W BAE | R OF 3R T R

Theorem 7.1 (Inverse Function Theorem). Let D < R"™ be open, xo € D, f: D — R" be
of class €, and (D f)(xo) be invertible. Then there exist an open neighborhood U of xo and
an open neighborhood V of f(xq) such that

1. f:U — YV is one-to-one and onto;
2. The inverse function f=1:V — U is of class €*;
3. If &= [~ (y), then (Df)(y) = (D))"

4. If f is of class €" for somer > 1, sois f~ L.
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Proof. Assume that A = (Df)(z9). Then |A™!|g@nrn # 0. Choose A > 0 such that
2A| A @n rny = 1. Since f € €, there exists § > 0 such that

|(Df) (@) — A

BRRY) |(Df)(z) — (Df)(xO)HE@(Rn’Rn) < A whenever z € D(z¢,0) nD.

By choosing § even smaller if necessary, we can assume that D(zg,0) € D. Let U = D(xg,9).
Claim: f:U — R™ is one-to-one (hence f : U — f(U) is one-to-one and onto).

Proof of claim: For each y € R™, define ¢,(z) =+ A7 (y — f(x)) (and we note that every
fixed-point of ¢, corresponds to a solution to f(z) =y). Then

(Dyy)(z) =1d = A™H(Df)(z) = A~ (A - (Df)()) ,

where Id is the identity map on R™. Therefore,

[(De)(@)] pign gy < IA Laen e [ A = (D) (@) g gy < % Ve D(x,6).
By the mean value theorem (Theorem 6.58), (see Remark 7.2)
loy (1) — oy (22) |5 < %\azl — Zo|ge Vi, 29 € D(xg,0), 1 # Tg; (7.1.1)
thus at most one z satisfies ¢,(x) = z; that is, ¢, has at most one fixed-point. As a

consequence, f : D(xg,d) — R" is one-to-one.

Claim: The set V = f(U) is open.

Proof of claim: Let b € V. Then there is a € V with f(a) = b. Choose r > 0 such that
D(a,r) < U. We observe that if y € D(b, Ar), then

I

DO 3

ley(a) — alrn < A7 (y = f(a)) [z» < [A7 | n 2y
thus if y € D(b, A\r) and = € D(a,r),
1 r
py(@) = allen < Joy(2) = @y(0)[gn + [ py(@) = almn < Sl —allan + 5 <7

Therefore, if y € D(b, Ar), then ¢, : D(a,7) — D(a,r). By the continuity of ¢,,

@y D(a,7) = D(a,r).

On the other hand, (7.1.1) implies that ¢, is a contraction mapping if y € D(b, Ar); thus by
the contraction mapping principle 5.77 ¢, has a unique fixed-point « € D(a,r). As a result,
every y € D(b, Ar) corresponds to a unique = € D(a,r) such that ¢, (r) = = or equivalently,
f(z) = y. Therefore,

D(b,Ar) < f(D(a,r)) < f(U)=V.

Next we show that f~':V — U is differentiable. We note that if z € D(z, ),

_ _ 1
[(Df)(zo) — (DF) ()| z@nrm) | A | 2Re Rr) < MA™ | 8RR RA) = 3
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thus Theorem 6.8 implies that (D f)(z) is invertible if € D(xy, 6).

Let b € V and k € R™ such that b + k € V. Then there exists a unique a € U and
h = h(k) € R" such that a + h € U, b = f(a) and b+ k = f(a + h). By the mean value
theorem and (7.1.1),

1
HSDy(a +h) — Spy(a)HRn < §Hh”R" ;
thus the fact that f(a + h) — f(a) = k implies that

1
|h = A7 klen < S [P]en
which further suggests that
1 _ _ 1
st < [A7 klen < A7 @ o [kl < 55 1k ]en (7.1.2)

As a consequence, if k is such that b+ ke V),

[/ 720+ k) = £10) = ((DN)(@) kg, Ja+h—a= ((DA)@) kg,
5 e
-1 kEk—(Df)(a)lh .
<[((DH@) | gz % — Q;n)( )|

L a+h)— fla)— (D a)(h R h R
<H((Df)(a>) ”gg(Rn,R")Hf( b f<}z Rn( L )H !|/€HR”

_PH@) o[£ 0 + ) = (@) = (DA @)W,
) ) [l |

Using (7.1.2), h — 0 as k — 0; thus passing k — 0 on the left-hand side of the inequality
above, by the differentiability of f we conclude that

TR = 7 0) = (D)(@) bl

=0.
k—»O | k||gn

This proves 3.
To see 4, we note that the map g : GL(n) — GL(n) given by g(L) = L~! is infinitely

many time differentiable; thus using the identity

(DFY(y) = (D)) = (go(Df)of (),

by the chain rule we find that if f € €", then Df~! € €"~! which is the same as saying that

f—l e (57"‘ O
Remark 7.2. The norm of R™ used in the proof of the inverse function theorem is given
by | |ge = | - ||eo; that is, if x = (21, -+, z,), then

HxHOO = maX{’x1’7 ) ’.17”’} :

Note that the concept of differentiability of a function f : 4 < R™ — R™ remains unchanged

since the infinity-norm | - |, is equivalent to the two-norm | - [o. Write ¢, = (¢1, , ¥n)
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(ignore the subscript y for a moment). Then Example 1.133 implies that for each i €
{1, - ,n},

[(Dgi) (@)l < max [[(Dgi) () e < max >

1<i<n 4
J=1

dpi
e (@)] = 1D (@) Logar -

Therefore, the mean value theorem implies that if x1, x5 € D(x¢, ) and z1 # x4,
ly(z1) — @y(T2)[Rn = gfg; H%‘(xl) - %‘(ffz)H = gfg; \D%‘(Cz’)(ﬂ?l - $2)\

< max | D@y ()]l z@n mryllT1 — Dof|Rn -

Remark 7.3. Since f~' : V — U is continuous, for any open subset W of U f(W) =
(f~H71(W) is open relative to V, or f(W) = O nV for some open set O < R". In other
words, if & is an open neighborhood of zy given by the inverse function theorem, then
f(W) is also open for all open subsets W of U. We call this property as f is a local open

mapping at x.

Remark 7.4. Since (Df)(zo) € Z(R",R"), the condition that (Df)(x) is invertible can

be replaced by that the determinant of the Jacobian matrix of f at x( is not zero; that is,

det ([(Df)(zo)]) # 0.

The determinant of the Jacobian matrix of f at xq is called the Jacobian of f at zy. The

o(fr,-+, fn)

Jacobian of f at x sometimes is denoted by J;(z) or :
o1, @)

Example 7.5. Let f: R — R be given by

1
r+2r?sin— ifx#0,

fz) = z
0 ifz=0.

Let 0 € (a,b) for some (small) open interval (a,b). Since f'(x) =1 — 2COS% + 4dx sin% for
x # 0, f has infinitely many critical points in (a, b), and (for whatever reasons) these critical
points are local maximum points or local minimum points of f which implies that f is not
locally invertible even though we have f/(0) =1 # 0. One cannot apply the inverse function

theorem in this case since f is not €.

Corollary 7.6. Let U < R" be open, f: U — R™ be of class €*, and (D f)(z) be invertible
for all x eU. Then f(W) is open for every open set W < U.

BFEP T R (local) & S Bk @ T2 (Theorem 7.1) 218 » AP g™ K& P anf 2>
B (global) F Snlic e P AIER 2T € % iR o 4ok B ek S#cE I o AP ¢
WREF AR & (Df)(r) BB EB AT ERRA T A2 DF GBS Gh UTHR
Fol BB AeBigt2 ™ Sded - RLEF - - e

176



Example 7.7. Let f : R? — R? be given by

f(z,y) = (e cosy, e”siny).
Then

(D7) (o] = [

e“cosy —e’siny
e*siny e¥cosy ] '

It is easy to see that the Jacobian of f at any point is not zero (thus (D f)(z) is invertible for
all z € R?), and f is not globally one-to-one (thus the inverse of f does not exist globally)
since for example, f(x,y) = f(z,y + 27).

EEAPAFEEERA R TNF S 2B LB 7 DR - iy
T %ﬁﬁtn—‘agn definite ,T/Lz\»—p LB IERE A D A3 AR R T
(Df)(x) BIAGRT & > RGeS RT gL (4ol 'mJ)o TG B AL (2B aR &
3{:? BRIL) KEMEER KRTLG Behie T RAERE RIS OF Sy b B A

£ R Ty }ﬁm‘y"ﬁéﬁ Pl E - - e o BIER A ARz T E B
2 B G ek - H s ioh B8 sign definite 73@@.&’&_@%_} 2 E o
(F15 R EA M%)

b

Jul

Theorem 7.8 (Global Existence of Inverse Function). Let D < R" be open, f: D — R" be
of class €', and (Df)(x) be invertible for all x € K. Suppose that K is a connected compact
subset of D, and f : 0K — R™ is one-to-one. Then f : K — R" is one-to-one.

Proof. Define E = {z € K ‘ Jye K,y # x5 f(z) = f(y)}. Our goal is to show that £ = (.
Claim 1: F is closed.
Proof of claim 1: Suppose the contrary that £ is not closed. Then there exists {zx}7; € F,
xp — x as k — oo but z € K\E. Since zy € E, by the definition of F there exists y, € F
such that y, # z and f(xx) = f(yx). By the compactness of K, there exists a convergent
subsequence {y, } of {yx}{Z, with limit y € K. Since z ¢ E and f(xx,) = f(yx,) — [(y)
as j — 00, we must have r = y; thus yp, — z as j — .

Since (D f)(x) is invertible, by the inverse function theorem there exists 6 > 0 such that
f: D(x,6) — R™ is one-to-one. By the convergence of sequences {ffkj};il and {ykj };il,
there exists N > 0 such that

$kj:ykjED($75) VJ>N

This implies that f : D(z,d) — R" cannot be one-to-one (since Ty; # Yr; but f(xk]) =
f (yk].)), a contradiction. Therefore, F is closed.

Claim 2: FE is open relative to K; that is, for every x € E, there exists an open set U such
that red and U n K € E.

Proof of claim 2: Let x; € E. Then there is o € E, x5 # x1, such that f(z) = f(z2).
Since (Df)(z1) and (Df)(x2) are invertible, by the inverse function theorem there exist

open neighborhoods U, of x; and Us of x4, as well as open neighborhoods Vi, Vs of f(xy),
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such that f : U; — Vi and f : Uy — Vo are both one-to-one and onto. Since x; # o,
W.L.O.G. we can assume that U; n Uy = J. Since V; N Vs is open, the continuity of f
implies that f~1(V; n V,) = O n D for some open set O; thus

fUinOn K->V nVyn f(K) is one-to-one and onto,
f:UsnONn K —VnVyn f(K) is one-to-one and onto .

Let Y =U; n O. Then every x € U n K corresponds to a unique T € Uy N O n K such that
f(z) = f(Z). Since Uy N Uy = &, we must have z # Z. Therefore, x € E, or equivalently,
UnKCcCE.

Now we show that F = . Since K is connected, E is open relative to K and E is
closed, Remark 3.46 implies that £ = K or F = (. Suppose the case that £ = K. Let
x € 0K < E. Then there exists y € F such that y # = and f(z) = f(y). Since f: 0K — R"”
is one-to-one, y ¢ 0K. Therefore, we have shown that if £ = K, then f(0K) < f(int(K)).

By Theorem 4.21, the compactness of K implies that f(K) is compact; thus there is
b e R™ such that b ¢ f(K). Consider the function ¢ : K — R defined by

Then ¢ is a continuous function on K; thus ¢ attains its maximum at zy € K. Since
fOK) < f(int(K)), we can assume that xo € int(K); thus Theorem 6.92 implies that
(Dy)(xo) = 0. As a consequence,

l\DI»—t

olx) = 3£ (x) ~ bl =

[(Df)(0)] " [F(0) = b] =0.

By the choice of b, f(z9) —b # 0; thus we must have that (Df)(z¢) is not invertible, a

contradiction. o

Example 7.9. Let f : R? - R? be given as in Example 7.7, and D = {(z,y) |z € R,0 <
y < 27r}. Then f : D — R? is one-to-one. If K is a compact subset of D, then f : K — R?

is also one-to-one (thus f : dK — R? must be one-to-one as well).

Corollary 7.10. Let D < R" be a bounded open convex set, and f : D — R"™ be of class €*
such that

1. f and Df are continuous on D;
2. the Jacobian det ([(Df)(z)]) # 0 for all z € D;
3. f:0D — R" is one-to-one.

Then f : D — R™ is one-to-one. Moreover, f~* : f(D) — R" is continuous, and f~' :

f(D) — D is of class €.
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Proof. We first claim that there exists a small € > 0 such that f : D, — R" is one-to-one,

where

D. ={xeD|d(z,0D) <¢e}.

Assume the contrary that for every k > 0, there exists zy, yx € D such that
1 1
(a) xp # yr;  (b) d(zg, Q) < z and d(yx, 0Q2) < X (c) fxk) = f(yr).

Since {xx}72, and {yx};>; are bounded (due to the boundedness of D), by the Bolzano-

Weierstrass Theorem (or Corollary 3.29) there exist {xkj};il and {ykj}jozl such that zy, —
z € D and Yk, — Y € D. By (b), z,y € 0D; thus the fact that f : 6D — R” is one-to-one
implies that x = y. Therefore, 73, — x and y, — x as j — o0.

Th; — Yk,
|z, — Yk, |rn
Theorem again there is a convergent subsequence {uje};il with limit u # 0. Moreover, by

Let u; = Since {u;}72, is bounded in R", by the Bolzano-Weierstrass

the convexity of D, the mean value theorem implies that for each i = 1,--- | n, there exists

ci¢ on the line segment joining Ty, and Yk, such that

0= filx,) — filyr,,) = (Dfi)(cie) (@r;, — Yk;,) = |Tn;, — Yk, e (D fi)(cie) (uy,)

which by (a) further suggests that (D f;)(ci¢)(uj,) =0 forall i =1,--- ,n and £ € N. Since
ciy — x as { — o0, passing ¢ — o we conclude that (D f;)(z)(u) = 0. This holds for each
i=1, -+ ,n; thus (Df)(z)(u) = 0. Therefore, det ([(Df)(z)]) = 0, a contradiction.

Now suppose that there exists z,y € D such that f(z) = f(y). Choose a compact set
K < D such that z,y € K and 0K < D, (this can be done, for example, by choosing that
K = D\D;s for some small 6 > 0). Since f : D. — R is one-to-one, f : 0K — R is
one-to-one. By Theorem 7.8, f : K — R" is one-to-one. Then x = y; thus f : D — R" is
one-to-one.

Next, we show that f : D — R™ is one-to-one. Assume the contrary that there exists
x € D and y € dD such that f(z) = f(y). By the inverse function theorem there exists open
neighborhood U of z and V of f(x) such that f : U4 — V is one-to-one and onto. By choosing
U even smaller if necessary, we can assume that there exists {yx}i2; € D\U and y, — y
as k — o0. By the continuity of f, f(yx) — f(y) as k — o. However, since f : D — R”
is one-to-one, {f(yk)}zo:l ¢ V; thus {f(yk)}zo:l cannot converge to f(y) as k — oo (since
f(y) € V), a contradiction.

Finally, the inverse function theorem implies that f= : f(D) — D is of class ¢, and
the continuity of f~' on f(D) follows from the fact that (f~')~'(F) = f(F) is closed in D
for all closed subset F' of R™. =

Remark 7.11. Suppose that D < R" in Corollary 7.10 is open, bounded, connected but
not convex. The Whitney extension theorem (which is not covered in this text) implies that
there exists a function F' : R — R” so that ' = f and DF = Df on D. Then Theorem

7.8 can be applied to guarantee that F is one-to-one on D.

179



7.2 The Implicit Function Theorem (*£ & #c 7 32 )

Theorem 7.12 (Implicit Function Theorem). Let D < R™ x R™ be open, and F : D — R™
be a function of class €. Suppose that for some (xg,yo) € D, where g € R™ and yo € R™,
F(zo,90) =0 and

ayl aym
[(DyF)(:L’O,yO)] = : | (w0, %0)
oF,, o oF,,
L 1 OYm |

is invertible. Then there exists an open neighborhood U = R™ of xqy, an open neighborhood
YV < R™ of yo, and f :U — V such that

1. F(z, f(z)) =0 forallz €U;

2. yo= f(xo);

3. (Df)(z) = = ((DyF)(z, f(:v)))fl(DxF)(x, f(x)) for all x € U, where the matriz rep-
resentation of D, F(x, f(x)) € ZR",R") is given by

[oF o OF1]
ox1 0xy
[(D.F)zy)] =1 @ - = |(zy).
oF,, N oF,,
| Oz oz, |

4. f is of class €.

Proof. Let z = (x,y) and w = (u,v), where z,u € R" and y,v € R™. Define G by
G(z,y) = (z, F(z,y)), and write w = G(2). Then G : D — R™™™, and

I, 0

DG)(x, =
(PO = b pye) (DF) )

where [, is the n x n identity matrix. We note that the Jacobian of G at (zg,yo) is
det ([(DyF) (o, yo)]) which does not vanish since (D, F)(zo,yo) is invertible, so the inverse
function theorem implies that there exists open neighborhoods O of (xg,y0) and W of
(20, F(z0,90)) = (x0,0) such that

(a) G : O — W is one-to-one and onto;
(b) the inverse function G=! : W — O is of class €";

(c) (DG (, F(z,y)) = (DG)(x,y)) "
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By Remark 7.3, W.L.O.G. we can assume that O =U x V), where Y < R" and V < R™ are
open, and xg € U, yo € V.
Write G~ (u,v) = (gp(u,v),qﬁ(u,v)), where o : W — U and ¢ : W — V. Then

(u,v) = G (p(u, ), P(u,v)) = (p(u,v), Fu,9(u,v)))

which implies that ¢(u,v) = u and v = F(u,¢(u,v)). Let f(z) = ¢(z,0). Then (u, f(u)) €
U x V is the unique point satisfying F(u, f(u)) =0 if u e Y. Therefore, f: U — V, and

F(z, f(z)) =0 Vzel.

Since G(z0,10) = (20,0) = G(l'o,f(iﬂo))v (w0, yo0), (anf('IO)) € O,and G : O - Wis
one-to-one, we must have yo = f(xg).

By (b) and (c), we have G~ is of class ¢!, and
-1

(DG (u,v) = ((DG)(,y))

As a consequence, 1) € ¢!, and

(Dup)(w.v) (Dop)w)] [ L o1
(Dut)(u,v) (Du)(u,0)|  [(DaF)(,y) (DyF)(x,y)
B i L, 0
(D F) ) (DeF) @ y) ((DyF)(,y))

Evaluating the equation above at v = 0, we conclude that

(DF)(u) = (Do) (u,0) = ((DyF)(u, ()" (Do) (u, f ()
which implies 3. We also note that 4 follows from (b). o

Alternative proof of Theorem 7.12 without applying the inverse function theorem. Let z =
(x,v), 20 = (20, Y0), A = (D F)(x0,y0) and B = (D, F)(xo, yo). Define

r(z,y) = F(z,y) = Az —x0) = B(y — %) -
Our goal is to solve the equation
0= A(z —z9) + B(y — vo) +r(z,y)
for y. By the invertibility of B, this is equivalent of finding a fixed-point of the map
O, (y) = yo — B [A(x — o) + 7(z,y)] .

Since 7 is of class €' and (Dr)(zo,yo) = 0,

1

30 > 03 ||(Dr)(z,y)| z@m rm) < min {4mHB_1HPB(Rm -

1
%} VZ€D<20,(5>.
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Therefore, the mean value theorem (Theorem 6.58) implies that

HT(ZU, y) - T(‘TOu yO)HRm Z ‘TZ X y - Tz Zo, y() Z DTZ Z — Zo>’
i=1 i=1

(=%

||Z - ZO HRn«l»m

T 4B gmmgmy 4B g@mrm
0 )
for all z = (z,y) € D(xo, ) X D(yo, =) < D(,0), and
1 1
|22 (1) — Pu(2) |gm < B~ z@mzm)|r(z,y1) — r(z,92) Jzm < ZHyl —yofrm (721
. ) 5 e
ifre D(xo, 5), Y1, Y2 € D(yo, 5) and y; # y2. As a consequence, for each (fixed) x satisfying

|z — xo|rn <7‘Emin{ d : ,é}, if |y — yolrm < 0 we have
4(1+ | Al g®n zm)) | B~ p@m zm) 2 2

|92 (y) — volrr < B~ |z@m )| Az — 20) +7(2, )| gon
(7.2.2)

N S

< |B7 Y g@m g [ Al #@e mmy |z — zollren + |7 (@, y) [rm)] <

Let M = {y € R™||ly — yo|rm < g} Then for each © € U = D(xg,r), (7.2.1) and (7.2.2)
suggest that &, : M — M is a contraction mapping; thus there is a unique fixed-point
y € M. Denote this unique fixed-point as f(z). Then f: U — V = D(yj, \/236)
of this V guarantees that U x V < D(z9,0)) and

(the choice

F(z, f(z)) = A(z — z0) + B(f(z) — w) + (=, f(z)) =0.

Moreover, since F(z,y) = 0 if and only if y is a fixed-point of ®,, and the contraction
mapping principle provides the uniqueness of the fixed-point if (z,y) € U x M. Since
(20, Y0), (zo, f(x0)) €U x M, we must have yo = f(xo).
To see the differentiability of f, we first claim that f : U — V is continuous. Since f(x)
is the fixed-point of ®,,
(@) = yo — B™ (A(z — 20) +1(z, f(2))) .

If 21,20 €U, then (zq, f(x1)), (2, f(22)) € D(20,0); thus (7.2.1) implies that

Hf(xl) - f(x2>H]Rm HB IA(xl — X2 HRm + H (21, f(21)) — (22, f(22) HRm
< |B7 Al e jem |21 — 22|re + 5\/\\561 — To|[gn + [ f (1) — f(22)[m

_ 1 1
< | B Al g gy |21 — 22||R + §H951 — Ta|rn + §||f(371) — f(z2)|rm .

Therefore,
[f(@1) = f(@2) |gm < (21B7 Al s@n gem) + 1) |21 — 2] (7.2.3)

which implies that f : U — V is (Lipschitz) continuous.
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Now let @ € U and ¢ > 0 be given. Define b = (a, f(a)), and A = (D, F)(b), B =
(DyF)(b). We would like to show that there exists §; > 0 such that

|£(z) = f(a) + B Az — a)

am < E|T —algn Vaxe D(a,d).

Since F € ¢! and the map L — L~ is continuous, there exists d; > 0 such that

|(DyF)(2) 1 (DaF)(2) = (DyF)(20) (Do) (20)

Vze D(Zo, 52) .

<
AR Rm)

>~ M

Moreover, since r € €, there exists d; > 0 such that

and

Choose 9; = min {—

€
r(z) —r(b) — (Dr)(b)(z—1b < z —b|gn+m Vze D(b,6
Ir2) =) = (PO = Dl < gyl — bl .5

5
HZ(R ) = 9B

|(Dr)(2) = (Dr |2 = blgntm  Vze D(b,ds).

Rm Rm)

d2 O d3

3
2 ’ 2 ’ 2(2”37114”93(1[{@1@711) + ].)

}. Then if |z — a|ge < 01, using (7.2.3)

we find that

|Gz, f(2)) = (a, f(a)| gnim < |2 = allre + [ f(2) = f(a)|rn < min{ds, 05} ;

thus if HZE‘ — a”Rn < (51,

|£(z) = fa) + BT Az — a) .,

=|(B'A-B'A)(x —a) + B~ (r(=, f(2)) — r(a, f(a)))
<|B'A-B'A

e

,@(R",R’”) T — CLHRTL

r(a, f(@)) - r(a, (a)) — (Dr)®) (2 — a. f(2) = [(@))]gn
1B s o [ (PP B) (@ — a, F(2) = F(@)) | < el — o

+ | B g®m mm)

Therefore, f is differentiable on U, and

(Df)(x) = —((DyF)(w, f(x)))(DF)(x, f(x))  Vael. (7.2.4)

Since F is of class € and f is continuous on U, we find that Df is continuous; thus f is of
class €. Moreover, if F is of class €7, (7.2.4) also implies that f is of class €. =

Example 7.13. Let F(z,y) = 2% +y*> — 1.

1.

If (zo,v0) = (1,0), then F,(zo,y0) = 2 # 0; thus the implicit function theorem implies

that locally x can be expressed as a function of y.

I (20,90) = (0,—1), then Fy(x,y0) = —2 # 0; thus the implicit function theorem

implies that locally y can be expressed as a function of x.
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1
3. If (xo,y0) = (— 3 \f), then F,(zg,90) = —1 # 0 and F,(zo,90) = V3 # 0; thus the
implicit function theorem implies that locally = can be expressed as a function of y

and locally y can be expressed as a function of x.

Example 7.14. Suppose that (z,y,u,v) satisfies the equation

ru+ yv? =0
xv® + y?ub =0

and (29,0, Uo,v0) = (1,—1,1,—-1). Let F(z,y,u,v) = (zu + yv? zv® + y*ub). Then
F($07907U0>Uo) = 0

8F1 aFl
1. Since (D, ,F)(xq, Yo, uo, Vo) = or 0y (20, Yo, o, Vo) = [ o ] is invertible
Y 70 0F, 0F; 70 -1 -9 ’
or oy
locally (z,y) can be expressed in terms of u,v; that is, locally z = x(u,v) and y =
y(u,v).
8F1 6F1
2. Since (Dy.F)(zo, Yo, uo,v0) = oy ou (20, Yo, Uo, Vg) = { L } is invertible
o I 0Fy, O0F P -2 6 ’
oy ou

locally (y,u) can be expressed in terms of z,v.

Example 7.15. Let f : R? — R? be given by
f(l‘7ya Z) = (‘Tey + yez’xez + Zey) .
Then f is of class €', f(—1,1,1) = (0,0) and

e¥ we¥ +e* ye*
e? ze¥ xe +e¥|’

[(D)(,9.2)] = {

Since (D, . f)(—1,1,1) = {2 8] is invertible, the implicit function theorem implies that the

system

re! +ye =0
re® 4 ze¥ =

can be solved for y and z as continuously differentiable function of z for z near —1 and (y, 2)

near (1,1). Furthermore, if we write (y, z) = g(z) for  near —1, then

~1
i |reY +ef ye® ye* ey
g(@) = { zeY xe® +eY } [ Z| -
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Chapter 8

Integration

In this chapter, we focus on the integration of bounded functions on bounded subsets of R™.

8.1 Integrable Functions
We start with a simpler case n = 2.
Definition 8.1. Let A < R? be a bounded set. Define

a; = inf{z € R|(z,y) € A for some y € R},
by = sup {z € R|(z,y) € A for some y € R},
as = inf{y € R| (z,y) € A for some z € R},
by = sup {y € R|(z,y) € A for some z € R}.

A collection of rectangles P is called a partition of A if there exists a partition P, of [a;, b1 ]

and a partition P, of [ag, bo],

Px:{a1:x0<x1<---<:vn:bl} and Py:{a2:y0<y1<---<ym:bg},
such that

P = {Aij‘Aij = [z, 1] X [y;,yj1] for i=0,1,--- ,n—1and j=0,1,-- ,m—l}.

The mesh size of the partition P, denoted by ||P|, is defined by

Pl = max {/(@ies = 22 + (o1 — 92 [i = 0,1, ;n = 1,5 = 0,1, ,m — 1},

The number \/(xi+]_ —2;)% + (yj41 — y;)? is often denoted by diam(A;;), and is called the

diameter of A;;.
Similar to the integrability of f on a bounded subset of R, we have the following

Definition 8.2. Let A € R? be a bounded set, and f : A — R be a bounded function. For
any partition P = {Aij ‘ Ayj= 2, i) X Y, Yj41),0=0,--- ,n—1,7=0,--- ,m — 1}, the
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upper sum and the lower sum of f with respect to the partition P, denoted by U(f,P)
and L(f,P) respectively, are numbers defined by

ULP) = Y swp Fay)Ady),

o<icn—1 (T,Y)€A;

o<jsm—1
L(f,P)= inf _Ax’ AAL).
o Osz‘;nl (I,y)EAijf( y)A(A)
o<j<m—1

where A(A;;) = (zi41 — ;) (yj41 —y;) is the area of the rectangle A;;, and 7" is an extension

of f, called the extension of f by zero outside A, given by

—a, [ flx) zeA,
f(x){ 0 x¢A.

The two numbers
J f(z,y)dA = inf{U(f,P)| P is a partition of A}
A

and
J f(x,y)dA = sup {L(f, P) ‘73 is a partition of A}
Ja

are called the upper integral and lower integral of f over A, respectively. The function

f is said to be Riemann (Darboux) integrable (over A) if J flz,y)dA = f f(z,y)dA,
A Ja

and in this case, we express the upper and lower integral as f f(z,y)dA, called the integral
A
of f over A.

In general, we can consider the integrability of a bounded function f defined on a

bounded set A < R" as follows

Definition 8.3. Let A < R” be a bounded set. Define the numbers ay,as,--- ,a, and
b17b27'” 7bn by

ak:inf{xkeR‘x:(:cl,-~- , ) € A for some xq, -+, Tp_1, Tpy1, - ,xneR},

bk:sup{xkeR‘x:(x1,~- ,x,) € A for some 1, -+, Tp_1, Tpy1, - ,xneR}.

A collection of rectangles P is called a partition of A if there exists partitions P®*) of

[an, bp], K =1,--- ,n, P®) = {ak = a:(()k) < wgk) << 33552 = bk}, such that
1 1 2 2 n n+1
P = {A’Ll'LQ’Ln Ai1i2~~-in = [$§1)7$51)+1] X ['ngg)?ngll] X X [xy(;n)> fEnJA )]7

ik:O,l,-~-,Nk—1,k:1,---,n}.

The mesh size of the partition P, denoted by |P|, is defined by

k=1

HPH max{\J Z(xz(le—l_xff))2 Zk:Oa17 aNk_lvk: 17 7n}
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The number , | >} (xl(fll - ng))Q is often denoted by diam(A;;,.;, ), and is called the di-

ameter of the rectangle A, ;,..;, .

Definition 8.4. Let A < R” be a bounded set, and f : A — R be a bounded function. For

any partition

1 1 2 2 n n+1
A7;17;2'“7;71 = [l’gl)?xglll] X [x§2)7$§2)+1] X X [xl(n)7$§n+1 )]’

ik:O717"'7Nk_17k:17"'7n}7

P:{&mwn

the upper sum and the lower sum of f with respect to the partition P, denoted by
U(f,P) and L(f,P) respectively, are numbers defined by

U(f.P) =D sup [ (z,y)v(A),
Aep (@y)eA

L(f,P)=>, inf ['(z,y)v(A),

Aep (z,y)eA

where v(A) is the volume of the rectangle A given by

1 1 2 2 n n
v(A) = (@, — 2 @8, — 2Py (@, - a™)

1 12

if A = [1‘511) — J:Z(Brl] X [mf? - xgll] X oo X [xl(") — a:z(:ll], and f" is the extension of f by

zero outside A given by

. flz) xze A,
f<@:{ 0 z¢A.

The two numbers
J f(z)dz = inf{U(f,P)|P is a partition of A},
A

and

f f(x)dr = sup {L(f, P) ‘7? is a partition of A}
Ja

are called the upper integral and lower integral of f over A, respective. The function

f is said to be Riemann (Darboux) integrable (over A) if f f(z)dz = J f(z)dz, and
A Ja

in this case, we express the upper and lower integral as J f(z)dx, called the integral of f
A

over A.

Definition 8.5. A partition P’ of a bounded set A < R" is said to be a refinement of
another partition P of A if for any A’ € P’, there is A € P such that A’ € A. A partition

P of a bounded set A < R" is said to be the common refinement of another partitions
7)1,P2, te ,Pk of Aif

1. P is a refinement of P, for all 1 < j < k.
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2. If P' is a refinement of P; for all 1 < j <k, then P’ is also a refinement of P.

In other words, P is a common refinement of Py, Py, - - - , Py if it is the coarsest refinement.

Figure 8.1: The common refinement of two partitions

Quantitatively speaking, P is a common refinement of Py, Py, -+ Py if for each 7 =
L,---n, the j-th component ¢; of the vertex (cq,--- ,c¢,) of each rectangle A € P belongs to

Pi(j) for somei=1,--- k.
Similar to Proposition 4.77, we have

Proposition 8.6. Let A < R"™ be a bounded subset, and f : A — R be a bounded function.
If P and P’ be partitions of A and P’ is a refinement of P, then

L(f,P) < L(f,P") <U(f,P') <U(f.P).
The proof of the following proposition is identical to the proof of Proposition 4.79.

Proposition 8.7 (Riemann’s condition). Let A < R" be a bounded set, and f : A — R be

a bounded function. Then f is Riemann integrable over A if and only if
Ve > 0,3 a partition P of AsU(f,P)—L(f,P) <e.

Theorem 8.8 (Darboux). Let A < R"™ be a bounded set, and f : A — R be a bounded
function with extension fA given by (4.7.1). Then f is Riemann integrable if and only if
31 € R such that Ve > 0,36 > 03 if P = {Ay, - ,AN} is a partition of A satisfying
|P|| <& and a set of sample points & € A1, & € Ny, -+, Ex € Ay, we have

N _
The sum 3. [ (1) (Ag) is called o Reimann sum of f over A.
k=1

M=

T (Gn)v(Ar) — I‘ <e. (8.1.1)

k=1

In Section 5.1, we show that if a sequence of Riemann integrable functions {fi}7,
converges to a function f uniformly on [a, b], then f is also Riemann integrable over [a, b] and
the integral of the limit function is the same as the limit of the integrals (of the sequences).
This theorem can also be established if the domain A under consideration is a bounded
subset of R™. In fact, the same proof used to establish Theorem 5.17 can be applied to

conclude the following
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Theorem 8.9. Let A < R"™ be a bounded set, and f, : A — R be a sequence of Riemann
integrable functions over A such that {fi};~, converges uniformly to f on A. Then f is
Riemann integrable over A, and

lim L folz)dz = L f()dz. (8.1.2)

k—00

From now on, we will simply use f to denote the zero extension of f when the

domain outside which the zero extension is made is clear.

8.2 Volume and Sets of Measure Zero

Definition 8.10. Let A < R™ be a bounded set, and 14 (or x4) be the characteristic

function of A defined by
La() = 1 ifxeA,
A = 0 otherwise.

A is said to have volume if 1, is Riemann integrable (over A), and the volume of A,

denoted by v(A), is the number J la(z)dz. A is said to have volume zero or content
A

zero if v(A) = 0.
Remark 8.11. Not all bounded set has volume.

Proposition 8.12. Let A < R" be bounded. Then A has volume zero if and only if for
every € > 0, there exists finite (open) rectangles Sy, - -+, Sy (whose sides are parallel to the

coordinate azxes) such that

N N
Ac USk and ZV(Sk)<€.
k=1 k=1

Proof. “=" Since A has volume zero, f 1a(x)dx = 0; thus for any given € > 0, there exists
A

a partition P of A such that

U(ls,P) < f Ly(2)de+ 5 =&
N 2 72

1 ifAnA
SincesuplA(:c):{ tanA#g,

we must have >, v(A) < % .Nowif AeP

zeA 0 otherwise, i
ANA#J
and An A # &, we can find an open rectangle []such that A < [Jand v([J) < 2v(A).
N N
Let Sy, -+, Sy be those open rectangles []. Then A < (J S, and Y v(S;) <e.
k=1 k=1

13 2

<7 W.L.O.G. we can assume that the ratio of the maximum length and minimum length
of sides of Sy, is less than 2 forall k = 1,--- | N (otherwise we can divide S into smaller
rectangles so that each smaller rectangle satisfies this requirement). Then each Sy can

be covered by a closed rectangle [], whose sides are parallel to the coordinate axes

189



with the property that v([() < 2" '/n"v(Sk). Let P be a partition of A such that
for each A € P with An A# @, A< Sy, for some k=1,---,N. Then

M=

UL P) = Y, vd) <
AeP k
ANA+D

N
v(() < 2" '/n" Z v(Sp) < 2" n'"e;
k=1

1

thus the upper integral f La(z)dz = 0. Since the lower integral cannot be negative,
A

we must have J

La(x)dx = J 1a(x)dx = 0 which implies that A has volume zero. o
A

JA

Example 8.13. Each point in R" has volume zero.

Example 8.14. The Cantor set (defined in Exercise Problem ?? in Chapter 2) has volume

Zero.

Definition 8.15. A set A < R" (not necessarily bounded) is said to have measure
zero (Pl % % ) or be a set of measure zero (% B R & ) if for every € > 0, there exist

e}
countable many rectangles Sy, S, - -+ such that {Sk}; is a cover of A (that is, Ac | Sk)
k=1

and > v(Sk) <e.
k=1

Example 8.16. The real line R x {0} on R? has measure zero: for any given ¢ > 0, let

—& e

e} o0 0 0
2e € €
Rx{O}gkLJSk and ;V<Sk):;2k'2k+3k:;2k+1:§<5'
=1 =1 —1 1

Similarly, any hyperplane in R™ also has measure zero.

Proposition 8.17. Let A < R" be a set of measure zero. If B < A, then B also has

measure zZero.

Modifying the second part (or the “<” part) of the proof of Proposition 8.12, we can

also conclude the following

Proposition 8.18. A set A < R"™ has measure zero if and only if for every € > 0, there

exist countable many open rectangles Sy, Sa, --- whose sides are parallel to the coordinate

0 Q0
azes such that A< | J Sy and ), v(Si) <e.
k=1 k=1

Remark 8.19. If a set A has volume zero, then it has measure zero.

Proposition 8.20. Let K < R" be a compact set of measure zero. Then K has volume

ZET0.
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Proof. Let € > 0 be given. Then there are countable open rectangles S;, .S, -+ such that

0 0
= U Sk and Z v(Sk) <e
k=1 k=1
Since {Sk}72; is an open cover of K, by the compactness of K there exists NV > 0 such that
N N 0
K < |J Sk, while ] v(Sk) < X v(Sk) < e. As a consequence, K has volume zero. o
k=1 k=1 k=1

Since the boundary of a rectangle has measure zero, we also have the following

Corollary 8.21. Let S € R" be a bounded rectangle with positive volume. Then R is not a

set of measure zero.

o0
Theorem 8.22. If Ay, Ay, --- are sets of measure zero in R", then |J Ax has measure

k=1
ZEero.

Proof. Let ¢ > 0 be given. Since Ajs are sets of measure zero, there exist countable
rectangles {Sj(k) };O:l, such that

o0
(k) k
QUSj and Z 2k+1 VkeN.
j=1

Consider the collection consisting of all S](-k)’s. Since there are countable many rectangles in

this collection, we can label them as Sy, Ss, - -+, and we have

U UUs? - Us
k=1 k=1j=1 =1

and
28 =2 S <) ey =g <e
k=1 k=1 j=1 k=1
e}
Therefore, | J Ay has measure zero. =

k=1

Corollary 8.23. The set of rational numbers in R has measure zero.

8.3 The Lebesgue Theorem

s

fzowm AP R P 7 S Riemann ¥ ff ch- B F i 9% 2 : Riemann’s condition o #iz- &
¢ A5 i S e Riemman VA0 - BE R IR o B E Y iFE oA - Bk
f & A ¥ & Riemann ¥ f chg P v g [ it i 7 (s FrdETxY § LK) N
PRFHEAEADEERRIRZE o 577 R B AP AH- B IR FRR
— BRI 2 BH BN TR E Y k- Bodkh- BRIIAY -

Definition 8.24. Let f : R®” — R be a function. For any x € R", the oscillation of f at
x is the quantity
osc(f,x) =inf sup |f(z1) — flz2)].

6>0 z1,x2€D(x,8)
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AL R P Al A AP infimum GuE B E A(Sz) = sup [f(x1) — fa)] A
1,226 D(x,0)
B o et (z BE ) @ osc(f,z) FIE_h(0;z) § § > 0 PFerm*L o § #b » L iy
AR A0 e) 4 TLEA sup f(y) - inf f(y).
yeD(z,0) yeD(z,0)
T Lemma MM ieimiesk- B Olikch - BRI oo

Lemma 8.25. Let f : R" — R be a function, and xq € R™. Then f is continuous at xq if
and only if osc(f,xo) = 0.
Proof. “=" Let € > 0 be given. Since f is continuous at z,

36> 053 |f(z) — flzo)| < g whenever x € D(zg,9).

In particular, for any x;, x5 € D(x0,6),
[f@r) = flwa)| < |F21) = flao)| + |F(0) = fla2)] < 55
2e .
thus  sup  [f(z1) — fla2)] < 3 which further suggests that

I17I2€D(x0,5)

2
0 < osc(f,zg) < ?6 < e.

Since ¢ is given arbitrarily, osc(f, zg) = 0.

“<" Let € > 0 be given. By the definition of infimum, there exists 6 > 0 such that

sup | f(z1) — f(z2)] <e.

1 ,.’EQED($0 ,5)

In particular, [f(z) — f(zo)| < sup  |f(z1) — f(22)| <€ for all x € D(zy,6). o

z1,22€D(x0,5)

Lemma 8.26. Let f : R" — R be a function. Then for all € > 0, the set D, = {x €
R" |osc(f,z) = e} is closed.

Proof. Suppose that {yx}; € D. and y;, — y. Then for any 6 > 0, there exists N > 0 such
that yx € D(y,0) for all & > N. Since D(y,d) is open, for each k > N there exists 6 > 0
such that D(y,dx) < D(y,d); thus we find that

sup  |f(z1) = flzo)| < sup  |f(z1) — f(z2)] Vk>N.

z1,226D(yk,0k) x1,22€D(y,6)
The inequality above implies that osc(f,y) = ¢; thus y € D, and D, is closed. =

Theorem 8.27 (Lebesgue). Let A < R™ be bounded, f : A — R be a bounded function, and
f be the extension of f by zero outside A; that is,

M:{ flz) ifzeA,

0 otherwise .

Then f is Riemann integrable if and only if the collection of discontinuity of f is a set of

measure zero.
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Proof. Let D = {x e R™ ‘ osc(f,x) > ()} and D, = {:1: e R ‘ osc(f,x) = 5}. We remark here
[oe}
that D = U D%

k=1
=" We show that D 1 has measure zero for all k € N (if so, then Theorem 8.22 implies

that D has measure zero).

Let k£ € N be fixed, and € > 0 be given. By Riemann’s condition there exists a partition
P of A such that
Z [sup flz) — in£ f(:n)}y(A) <
xe

Aep - TEA

o™

Define

D(f)E{xeD%‘xeﬁAforsomeAeP},
k
DY ={ze Dy |z € int(A) for some A e P}

&

Then D 1= D(ll) U DY, We note that D(ll) has measure zero since it is contained in
(2)

Uacp OA while each 0A has measure zero. Now we show that DY
k

zero. Let C = {A € P|int(A) n D. # &}. Then D(f) < |J A. Moreover, we
k AeC

In fact, if A € C, there exists

also has measure

also note that if A € C, supf( ) — mff( ) =
y € int(A) N D.; thus Choosmg 0 > 0 such that D(y ,5) < int(A),

==

sup f(z) — inf f(z) = sup |f(21) = f(22)| = sup |f(21) — f(z2)]

TEA e T1,T2€A z1,22€D(y,0)

> inf  sup ’f(xl) — JF(iCQ)‘ = OSC(J?, y) =
6>0 1,226 D(y,d)

| =

As a consequence,

EYua) < Y [sup ) — inf ()| w(A) = UL P) - L(LP) <

AeC Aep - TEA

which implies that >, v(A) < e. In other words, we establish that D(f) has measure
AeC k
zero. Therefore, D 1 has measure zero for all k£ € N; thus D has measure zero.

“<" Let R be a closed rectangle with sides parallel to the coordinate axes and A < int(R),

g
Wf o+ o(R)’ where | f[o = Sup |f(z)].

1. Since D,/ is a subset of D, Proposition 8.17 implies that D., has measure zero;

and € > 0 be given. Define &/ =

thus Proposition 8.18 provides open rectangles S, Sg, -+ whose sides are parallel
to the coordinate axes such that D. < U Sk, and Z v(Sk) < €. In addition,
we can assume that S, € R for all k € N Slnce D. < R
2. Since D, < R is bounded, Lemma 8.26 suggests that D. is compact; thus
D. c ktvj S for some N € N.
=1
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Let [, = Sk, and P be a partition of R satisfying

(a) For each A e P with An Do # &, A <[J, for some k=1,--- ,N.
(b) For each k =1,--- N, [y is the union of rectangles in P.

(c) Some collection of A € P forms a partition P of A

Figure 8.2: Constructing partitions P and P from finite rectangles Sy, -+, Sy

Rectangles in P fall into two families: C; = {A eP | A c [, forsomek=1,--- ,N},
and Cy = {A eP ’ Ad[Jforallk=1,--- ,N}. By the definition of the oscillation

function,

Veé¢ D,y,36,>03 sup ‘f(xl)— (J]2>’<€

1,226 D(x,02)

Since K = J A is compact, there exists r > 0 (the Lebesgue number associated
AECQ

with K and open cover |, D(x,d;)) such that for each a € K, D(a,r) < D(y,d,)
for some y € K. Let P’ be a refinement of P such that |P’| < r. Then if A’ € P’ such
that A’ < A for some A € (s, for some y € K we have A’ < D(y, d,); thus

sup f(«) — inf f(z) < sup fly)— inf fly)= sup |f(21) — flz2)| <¢

e/ zeA! z€D(y,0y) z€D(y,0y) x1,226D(y,8y)

As a consequence, if P’ = {AeP ’ A’ < A for some A € 75}, then P’ is a partition
of A and

UGP) LGP = (X + X ) (sup Jl@) — inf Fa)r(&)
-

<2fle Y, vA)+E D v(A)

Alep! Alep!
A'SAeCy AlcAeC,
<2fle Y, v(A)+v(R)
AePnCy
N
< 2| 2 v(Sk) + +€'v(R) < (2||f|\Oo + V(R))gl =c;
k=1
thus f is Riemann integrable over A by Riemann’s condition. i
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Example 8.28. Let A=Qn [0,1], and f: A — R be the constant function f = 1. Then

f(a:):{ 1 ifzeQn]0,1],

0 otherwise.

The collection of points of discontinuity of f is [0, 1] which, by Corollary 8.21, cannot be a
set of measure zero; thus f is not Riemann integrable.

Another way to see that f is not Riemann integrable is U(f,P) = 1 and L(f,P) = 0 for
all partitions P of A.

Corollary 8.29. A bounded set A < R™ has volume if and only if the boundary of A has

measure zZero.

Proof. 1. If x5 ¢ 0A, then there exists § > 0 such that either D(z¢,d) S A or D(xg,0) < A%

thus 1, is continuous at xy ¢ 0A since 14(x) is constant for all x € D(xg, 6).

2. On the other hand, if 5 € 0A, then there exists x;, € A, y; € A" such that x;, — z, and
yr — %o as k — oo. This implies that 14 cannot be continuous at x, since E(xk) =1
while 14(yx) = 0 for all k € N.

As a consequence, the collection of discontinuity of 14 is exactly 0A, and the corollary

follows from Lebesgue’s theorem. =

Corollary 8.30. Let A < R"™ be bounded and have volume. A bounded function f: A — R

with a finite or countable number of points of discontinuity is Riemann integrable.
Proof. We note that {ZL‘ e R | osc(f,x) > O} c 0A U {a: €A ‘ f is discontinuous at :10} o

Remark 8.31. In addition to the set inclusion listed in the proof of Corollary 8.30, we also
have
{z € A| f is discontinuous at z} = {z € R" |osc(f,z) > 0}.

Therefore, if A < R” is bounded and has volume, then a bounded function f : A — R is
Riemann integrable if and only if the collection of points of discontinuity of f has measure

zZero.
Corollary 8.32. A bounded function is integrable over a compact set of measure zero.

Proof. 1f f : K — R is bounded, and K is a compact set of measure zero, then the collection

of discontinuities of f is a subset of K. =

Corollary 8.33. Suppose that A, B < R" are bounded sets with volume, and f : A — R is

Riemann integrable over A. Then f is Riemann integrable over A n B.

Proof. By the inclusion
{zeint(An B)| osc(F"" z) > 0} = {zeR"| osc(f",z) > 0},
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we find that

{reR"| osc(f "7 x) > 0} € 0(An B)u {zeint(An B) |osc(?AﬁB, z) > 0}
c JAudBuU {xeR”‘osc(?A,x) > 0}.

Since dA and 0B both have measure zero, the integrability of f over A n B then follows
from the integrability of f over A and the Lebesgue Theorem. =

Remark 8.34. Suppose that A € R" is a bounded set of measure zero. Even if f: A - R
is continuous, f might not be Riemann integrable. For example, the function f given in

Example 8.28 is not Riemann integrable even though f is continuous on A.

Remark 8.35. When f : A — R is Riemann integrable over A, it is not necessary that A
has volume. For example, the zero function is Riemann integrable over A = Q n [0, 1] even

though A does not has volume.

8.4 Properties of the Integrals

The proof of the following theorem is essentially the same as the proof of Proposition 4.80,

and is left to the readers.

Theorem 8.36. Let A < R"™ be bounded, c € R, and f,g : A — R be Riemann integrable.
Then

1. f =+ g is Riemann integrable, and f (f £9)(x)dx = J f(z)dx £+ J g(z)dz.
A A A

2. c¢f is Riemann integrable, and f (cf)(z)dx = cf f(z)dx.
A A
3. |f| is Riemann integrable, and ‘f f(x)dac‘ < f |f(z)|dx.
A A
4. If f < g, then f f(z)dx < Jg(m)da:.
A A

5. If A has volume and |f| < M, then ‘f f(x)dx‘ < My (A).
A
Theorem 8.37. Let A < R"™ be bounded, and f : A — R be a bounded integrable function.

1. If A has measure zero, then J f(z)dz = 0.
A

2. If f(x) = 0 for all x € A, and Jf(m)dm = 0, then the set {z € A f(z) # 0} has
A

measure zero.

Proof. 1. We show that L(f,P) < 0 < U(f,P) for all partitions P of A. Let P =
{Al, e ,AN} be a partition of A. By Corollary 8.21, Ay n A # g fork=1,--- , N;
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thus we must have inAf f(z) < 0 and sup f(z) = 0. As a consequence, if P is a
TEQE TEA

partition of A,

M=

L(f,P)= :clenAfk f@)v(Ay) <0 and U(f,P) = Z sup f(z)v(Ag) = 0;

k=1 =1 TEAK

thus j f(x)dxr <0< J f(z)dz. Since f is integrable over A, J f(z)dz = 0.
JA A A

2. Let Ay ={ze Al f(z) > %} We claim that A; has measure zero for all k € N.

Let € > 0 be given. Since f f(z)dz = 0, there exists a partition P of A such that
A

U(f,P) <% Let C = {AeP|An Ay # @} Then A, < |J A, and
AeC

LY O < 3 sup Flaw(a) < Y sup flom(a) = U(S,P) < -

AeC AeC TEA Aep TEA

which implies that > v(A) < e. Therefore, Ay has measure zero; thus Theorem 8.22

AeC
0

implies that A = | J A also has measure zero. =
k=1

Remark 8.38. Combining Corollary 8.32 and Theorem 8.37, we conclude that the integral

of a bounded function over a compact set of measure zero is zero.

Remark 8.39. Let A=Qn[0,1] and f: A — R be the constant function f = 1. We have
shown in Example 8.28 that f is not Riemann integrable. We note that A has no volume
since A = [0, 1] which is not a set of measure zero. However, A has measure zero since it

consists of countable number of points.

1. Since f is continuous on A, the condition that A has volume in Corollary 8.30 cannot

be removed.

2. Since A has measure zero, the condition that f is Riemann integrable in Theorem 8.37

cannot be removed.

Theorem 8.40 (Mean Value Theorem for Integrals). Let A be a subset of R™ such that A
has volume and is compact and connected. Suppose that f : A — R is continuous, then there

exists xg € A such that
| e = sy,
The quantity 1/(1A)f f(z)dz is called the average of f over A.
A
Proof. Because of Theorem 8.37, it suffices to show the case that v(A) # 0. Let m =
mif;l f(z) and M = max f(z). Then
xe xTre

mla(z) < fz) < Mla(z);
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thus 2 and 4 of Theorem 8.36 imply that
mu(A) = f mla(x)de < J f(z)dx < J M1(x)dz = Mv(A).
A A A

By the connectedness of A and continuity of f, Theorem 4.21 and Theorem 3.38 implies

that f(A) = [m, M]; thus by the fact that the quantity y(lA)J f(z)dz € [m, M], there must
A

be x5 € A such that

1
flan) = o5 | . :

Definition 8.41. Let A < R" be a set and f : A — R be a function. For B < A, the
restriction of f to B is the function f’B : A — R given by f|g = flg. In other words,

_( f(z) ifzeB,
f‘B(“T)_{ 0 ifzeAB.

The proof of the following lemma is not difficult, and is left as an exercise.

Lemma 8.42. Let A < R" be bounded, and f : A — R be a bounded function. Suppose that

Bc A, and f’B is Riemann integrable over A. Then f is Riemann integrable over B, and

L f|,(@)ds = JB f(@)ds.

Theorem 8.43. Let A, B be bounded subsets of R™ be such that A n B has measure zero,

and f: Au B — R be such that f‘AmB, f‘
Then f is integrable over A u B, and

4 and f‘B are all Riemann integrable over AU B.

f f(z)dx :f f(x)dx—l—f f(z)dx.
AuB A B
Proof. Since 1405 = 14+ 1 — 14~p, we have

f:flAuB:f}A_l_f‘B_f‘AﬁB;
thus Theorem 8.37, Theorem 8.36 and Lemma 8.42 imply that

LuB f(z)dr = LuB fla(x)de + LuB fly(a)de = L f(x)dz + fB fz)dz. -

8.5 The Fubini Theorem

If f:[a,b] — R is continuous, the fundamental theorem of Calculus (Theorem 4.89) can be
applied to computed the integral of f over [a,b]. In the following two sections, we focus on
how the integral of f over A € R"™, where n > 2, can be computed if the integral exists. We

start with the special case n = 2.
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Definition 8.44. Let S = [a,b] x [¢,d] be a rectangle in R?, and f : S — R be bounded.
For each fixed z € [a, b], the lower integral of the function f(x,-) : [¢,d] — R is denoted by

d
J f(z,y)dy, and the upper integral of f(z,): [¢,d] — R is denoted by J f(z,y)dy. If for

each z [a, b] the upper integral and the lower integral of f(z,-) : [¢,d] — R are the same,
d b
we simply write f f(z,y)dy for the integrals of f(z,-) over [c, d]. The integrals f f(z,y)dz,

b b
f f(z,y)dx and J f(z,y)dz are defined in a similar way.

Lemma 8.45. Let A = [a,b] x [c,d] be a rectangle in R?, and f : A — R be bounded. Then

f Foy)d f (ij(a:,y)dy)dm < fab (ff(:c,y)dy)dx < L Fo)dh  (85.1)
f Fz,y)d f K f ', y)de)dy < f (ff(say)dx)dy < Lf(zay)dm (8.5.2)

Proof. 1t suffices to prove (8.5.1). Let £ > 0 be given. Choose a partition
P:{Aij’Aij:[xiyxi-i-l] X [yj7yj+1] fOIi:O,l,"' n—landj 0 —1}

of A such that L(f,P) > f f(z,y)dA — e. Using (4.7.3) and Remark 4.81, we find that
Ja

Lb (L flz,y dy)da: = "21 rlﬂ m— FHI f(x,y)dy)dq;

J J j=0 2Yj
n—1m—1 Tig1 y]Jrl
> J J y)dy)da:
i=0 j=0 < Jy;
n—1m-—1
> = .
2,2 i ) = L) > | r@wan—-
Since € > 0 is given arbitrary, we must have
b, pd
J <J f(l’,y)dy>dar > L fla,y)dA.
b = _
Similarly, J <J f(:v,y)dy) dr < j f(x,y)dA, so (8.5.1) is concluded. D
a c A

Theorem 8.46 (Fubini’s Theorem, the case n = 2). Let A = [a,b] x [c,d] be a rectangle in
R?, and f : A — R be Riemann integrable. Then

1. the functions J f(,y)dy and J f(,y)dy are Riemann integrable over [a,b];

2. the functions J f(z,-)dz and J f(z,-)dx are Riemann integrable over [c,d], and

199



3. The integral of f over A is the same as the iterated integrals; that is,

| fan - f ff:cydydm—f ffxy
f ff:vydxdy—f foy

d
Proof. 1t suffices to prove that j f(z,y)dy is Riemann integrable over [a, b] and

Lb (f f(a:,y)dy> dx = L fx,y)dA . (8.5.3)

b, rd 7, rd
Since J (f f(a:,y)dy)dm < J <f f(a:,y)dy) dz , Lemma 8.45 implies that

L f(z,y)dA < J: (ff(a:,y)@)dx < fab (ff(x,y)dy>dm
_ b - _

d
The integrability of f f(z,y)dy and the validity of (8.5.3) are then concluded by the inte-
grability of f over A. =

b rd

Remark 8.47. To simplify the notation, sometimes we use J f(z,y)dydx to denote
b d a 4

the iterated integral the iterated integral f (J f (x,y)dy) dx. Similar notation applies

to the upper and the lower integrals. For example, we also have f f f(z,y)dydx =

Lb <Ldf(x7 y)d?/> dzx.

Remark 8.48. For each x € [a,b], define p(x J f(z,y)dy and (x j flx,y)d
Then p(z) < ¢(z) for all x € [a, ], and the Fubini Theorem implies that

b
J [¢(z) — p(z)]dz=0.
By Theorem 8.37, the set {z € [a,b] |1 (z) — ¢(z) # 0} has measure zero. In other words,
except on a set of measure zero, f(z,-) is Riemann integrable over [c,d] if f is Riemann
integrable over [a,b] x [c,d]. This property can be rephrased as that “f(x,-) is Riemann
integrable over [c, d] for almost every x € [a, b] if f is Riemann integrable over the rectangle
[a,b] x [c,d]”. Similarly, f(-,y) is Riemann integrable for almost every y € [c,d] if f is

Riemann integrable over [a, b] x [c, d].
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Remark 8.49. The integrability of f does not guarantee that f(z,-) or f(-,y) is Riemann

integrable. In fact, there exists a function f : [0,1] x [0,1] — R such that f is Riemann

integrable, f(-,y) is Riemann integrable for each y € [0,1], but f(z,-) is not Riemann

integrable for infinitely many x € [0, 1]. For example, let

Then

1.

if x =0 or if x or y is irrational ,

flz,y) =

"R O

ifx,ye@andxzz%with (p,q)=1.

For each y € [0, 1], f(-,y) is continuous at all irrational numbers. Therefore, f(-,y) is

1 1
Riemann integrable, and j flz,y)dx = J f(z,y)dx = 0.
0 Jo

1
Forz =0 or z ¢ Q, f(z,-) is Riemann integrable, and J f(z,y)dy = 0.
0

with (p,q) = 1, f(x,-) is nowhere continuous in [0,1]. In fact, for each

lim f(r,y) = while lim f(r,y) =0;
veQ p .

thus the limit of f(z,y) as y — yo does not exist. Therefore, the Lebesgue theorem
implies that f(z,-) is not Riemann integrable if z € Q n (0, 1]. On the other hand, for
x = % with (p,q) = 1 we have

1 ~1 1
Lf@@@anm Lﬂ%W@z;

1 51
Define p(z) = f f(z,y)dy and ¢ (x) = J f(z,y)dy. Then 2 and 3 imply that ¢ and
J0 0
1 1
¢ are Riemann integrable over [0, 1], and J o(zr)dr = j Y(x)dx = 0.
0 0

For each a ¢ Q n [0,1] and b € [0,1], f is continuous at (a,b). In fact, for any given

€ > 0, there exists a prime number p such that ; < e. Let
5:min{|a—£"Ogﬂgkgp,keN,feNu{O}}.
Then 6 > 0, and if (z,y) € D((a,b),6) n ([0,1] x [0,1]), we have

Faw) = f@b)] = || < - <=,

(in reduced

T~

where we use the fact that if (z,y) € D((a,b),d) and z € Q, then z =

form) for some k > p.
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As a consequence, { (a,b) € R? ‘ f is discontinuous at (a,b)} < Q x [0,1]. Since
Q x [0,1] is a countable union of measure zero sets, it has measure zero; thus f is

Riemann integrable by the Lebesgue theorem. The Fubini theorem then implies that

1 1
f f(w,y)dh = f f f(x,y)dedy = 0.
[0,1]x[0,1] 0 Jo

Remark 8.50. The integrability of f(z,-) and f(-,y) does not guarantee the integrability of
f. In fact, there exists a bounded function f : [0,1] x [0, 1] — R such that f(z,-) and f(-,y)
are both Riemann integrable over [0, 1], but f is not Riemann integrable over [0, 1] x [0, 1].
For example, let
k7
L if (z,y) = (5,5 5,), 0 <k, < 2" odd numbers, n € N,
flo,y) = & 27)

0 otherwise.

Then for each x € [0,1], f(z,-) only has finite number of discontinuities; thus f(z,-) is

f )y =

Similarly, f(-,y) is Riemann integrable, and J f(z,y)dx = 0. As a consequence,

Jffxydyda:—fjfxyd:cdy—o

However, note that f is nowhere continuous on [0, 1] x [0, 1]; thus the Lebesgue theorem

Riemann integrable, and

implies that f is not Riemann integrable. One can also see this by the fact that U(f,P) =1
and L(f,P) = 0 for all partition of [0, 1] x [0, 1].

Corollary 8.51. 1. Let p1,¢s : [a,b] — R be continuous maps such that p1(r) < po(x)
for all v € a,8], A = {(z.9)]a < o < bor(x) < y < ga(x)}, and f: A - R be

continuous. Then f is Riemann integrable over A, and
b w2(z)
J [z, y)dA =J (J f(fv,y)dy>dfv-
A a e1(w)

2. Let ¢1,1s : [¢,d] — R be continuous maps such that ¥1(y) < we(y) for all y € [e,d],
A={(z,y) ’ c<y<di(y) <z <(y)}, and f: A— R be continuous. Then f is

Riemann integrable over A, and

[ swan=[( Lw(()) (o y)dr)dy.

Proof. 1t suffices to prove 1. First we show that f is Riemann integrable over A. By
Lebesgue’s theorem, it suffices to show that the set { z,y) € R? } osc(f (x,y ) > 0} has

measure zero, where f is the extension of f by zero outside A. Nevertheless, we note that

{(z,y) e R*|osc(f, (z,y)) > 0} < {a} x [¢1(a),p2(a)] L {b} x [p1(), p2()] L
u{(z, o1 az)}xe a,b} o {(z, 2 )|a:e a,bl}.
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It is clear that {a} x [¢1(a), p2(a)] and {b} x [1(b), ¢2(b)] have measure zero since they have
volume zero. Now we claim that the sets {(z, ¢1(z)) |z € [a,b]} and {(z, p2(2)) |z € [a,0]}
also have measure zero.

Let ¢ > 0 be given. Since ; is continuous on a compact set [a,b], o is uniformly

continuous on [a, b]; thus there exists 6 > 0 such that
p1(z1) — 1 (z2)| < bL whenever |z; — 23] <.
—a

Let P={a=x0 <z < <xy_1 <z, = b} beapartition of [a, b] such that |z, —z;| <9

foralli=0,---,n—1, and let A; = |:$i,$i+1:| X [ min (), max gpl(x)}. Then

z€[xi,Tit1) TE[X4,Tiy1)
n—1
{(z,1(2)) |z € [a,b]} = UAi
=0
and
5 SEDNCHEES
$l 1 — ) Tivr1 — X)) = €.
;) Z b— " b-—a 3 ’

Therefore, {( z, p1(z ) ‘x € [a,b] } has volume zero; thus {( x,p1(x ) ‘x € [a,b] } has measure
zero. Similarly, {(:1: oz ) ‘:v € la b]} also has measure zero. By Theorem 8.22, { x,y)
R? ! 0sC (jT, (, y)) > O} has measure zero; thus f is Riemann integrable over A.

Let m = xrél[clll’ll)] o1(x), M = ine[i}zf] pa(x), and S = [a,b] x [m, M]. Then A < S. By Lemma
8.42 and the Fubini Theorem,

L fz,y)dA = L fz,y)dh = Lb (Jj f(z, y)dy> da = Jb <sz(:> f(z, y)dy) da

a P1
which concludes 1. o

Example 8.52. Let A = {(z,y) € ]R2|0 <z<l,z<y<1} and f: A— R be given by
f(z,y) = zy. Then Corollary 8.51 implies that

=1 ! 3 1 1 1

! dx:f (£—$—>dac:———:—.

Lf(%y)dAZLl(leydy)dx:f;;

On the other hand, since A = {(x, y) € R? ‘ 0<y<1,0<z< y}, we can also evaluate the

integral of f over A by

1 Y 1 Z‘Zy T=y
xydA:f f xydx dy:f —
L 0 < 0 ) 0o 2

1.3

Y 1
d: —d:—
pm0 Y L2y 8

Example 8.53. Let A = {(:c,y) e R2 | 0<z<1l,y/r<y< 1}, and f: A — R be given by
f(z,y) = e¥’. Then Corollary 8.51 implies that

L f (@, y)dh = Ll (Jlf ey3dy)d:c.

Since we do not know how to compute the inner integral, we look for another way of finding
the integral. Observing that A = {(z,y) e R?|0 <y < 1,0 < = < 32}, we have

1 y? 1 1
J f(x,y)dA = f <J eygdm>dy = f e dy = =e¥’
A 0 0 0 3
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Similar to the proof of Lemma 8.45, 8.46 and Corollary 8.51, we can prove the following

Theorem 8.54 (Fubini’s Theorem). Let A < R" and B < R™ be rectangles, and f :
A x B — R be bounded. For x € R™ and y € R™, write z = (z,y). Then

[ s@as [ ([ seaw)es [ ([ sena)is [ e

_LxBf(Z) dz < JB <_L f(l’ay)dx)dy < L (L f(x,y)dx>dy < LXBf(z) dz .

In particular, if f : A x B — R is Riemann integrable, then

[ 0= ] ([ eapafoc= [ (] )
f foyda: dy—f foy

Corollary 8.55. Let S < R" be a bounded set with volume, ¢1,ps : S — R be continuous
maps such that ¢1(z) < pa(z) forallz e S, A= {(z,y) e R"™ |z € 5, ¢1(z) <y < pa(2)},

and f : A — R be continuous. Then f is Riemann integrable over A, and

JA flzyy)d(z,y) = JS (Jii:) f(z, y)dy) dz .

[

and

The proof of Theorem 8.54 and Corollary 8.55 are left as exercises.

Example 8.56. Let A < R? be the set {(xl,xQ,xg) e R3 ‘ x1 = 0,29 = 0,23 = 0,and x; +
Ty + T3 < 1}, and f : A — R be given by f(z1,z2,23) = (21 + 22 + x3)%. Let S =
[0,1] x [0,1] x [0,1], and f : R® — R be the extension of f by zero outside A. Then
Corollary 8.30 implies that f is Riemann integrable (since dA has measure zero). Write

1 = (x9,23), T3 = (z1,23) and &3 = (21, z2). Lemma 8.42 implies that

J f(x)dx :J f(x)dx
A 5
and Theorem 8.54 implies that

Jf :J (J f(:ﬁg,xg)d@)dxg.
0,1 \J[0,1]x[0,1]

Let A,, = {(xl,xQ) € Rﬂm >0 >0, +x2<1— xg} Then for each z3 € [0, 1],

_ 1—x3 l—xz3—x9
f f(SAUs, 133)613?73 = J f(f?), $3)d553 = J (J f($1, T2, 903)d1’1)dI2 .
[0,1]x[0,1] Azgy 0

0
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Computing the iterated integral, we find that

(‘1 - rl—xg 1—xz3—x2
f f(x)dx = ( (J (r1 + xo + x3)2dm1>dx2} dxs
A Jo tJo 0
_ ! tres (x1 + x9 + 13)3 $11—$3—x2dx2] iz
Jo -Jo 3 z1=0
;L oplees 3
LR s
Jo Lo 3 3
_r1<1_g;3 x§> 11,1 151041 1
T \e 3 T 12" 4 6 60 60 10

8.6 Change of Variables Formula

Fubini theorem can be used to find the integral of a (Riemann integrable) function over a
rectangular domain if the iterated integrals can be evaluated. However, like the integral of
a function of one variable, in many cases we need to make use of several change of variables
in order to transform the integral to another integral that can be easily evaluated. In this
section, we establish the change of variables formula for the integral of functions of several

variables.

Theorem 8.57 (Change of Variables Formula). Let U < R™ be an open bounded set, and
g : U — R"™ be an one-to-one €' mapping with € inverse; that is, g~* : g{U) — U s
also continuously differentiable. Assume that the Jacobian of g, J, = det([Dyg]), does not
vanish in U, and EccU has volume. Then g(E) has volume. Moreover, if f : g(E) — R is
bounded and integrable, then (f o g)J, is integrable over E, and

(f 0 g) ()| QD90 g

o(@1, -+ an

L L = | von@i@ld - |

E

The proof of the change of variable formula is separated into several steps, and we list
each step as a lemma.

First, we show that the map ¢ in Theorem 8.57 has the property that ¢~!(Z) has measure
zero (or volume zero) if Z itself has measure zero (or volume zero). This establishes that if
A and B are not overlapping; that is, v(A n B) = 0, then v(¢g~'(A n B)) = 0.

Lemma 8.58. Let U < R" be an open set, and ¢ : U — R™ be Lipschitz continuous; that
is, there exists L > 0 such that ||¢(z) — ¢(y)

that Z < U is a set of measure zero (or a set of volume zero) and Z < U. Then ¢(A) has

re < Lz — y|lgn for all z,y € U. Suppose

measure zero (or volume zero).

Proof. We prove the case that Z has measure zero, and the proof for the case that Z has
volume zero is obtained by changing the countable sum/union to finite sum/union.
First we note that if S U is a rectangle on which the ratio of the maximum length and

minimum length of sides is less than 2, then ¢(S) < R for some n-cube R with side of length
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L+/nd, where § is the maximum length of sides of S. Therefore, v(¢(S)) < (24/nL)"v(S).
Let € > 0 be given. Since Z has measure zero, there exists countable rectangles Sy, Ss, - - -
such that

€

Moreover, as in the proof of Proposition 8.12 we can also assume that the ratio of the

maximum length and minimum length of sides of S is less than 2 for all k£ € N; thus

o(Z) | JRe and ) w(Ry) <e
k=1 k=1

for some rectangles Ry’s. O

Next, we show that we only have to prove the change of variable formula for the case
that f is a constant and E' is the pre-image of closed rectangle under g in order to establish
the full result.

Lemma 8.59. Let U < R™ be an open bounded set, and g : U — R™ be an one-to-one €'
mapping that has a €' inverse; that is, g~ : g(U) — R™ is also continuously differentiable.
Assume that the Jacobian of g, J, = det([Dyg]), does not vanish in U, and

v(R) = J |Jg(x)|dx  for all closed rectangle R < g(U) . (8.6.1)
g~ (R)

Then if EccU has volume and f : g(E) — R is bounded and integrable, then (f o g)|J,| is

Riemann integrable over E, and
|ty = [ rep@ it
9(E) E

Proof. First we note that since the Jacobian of g does not vanish in &, Remark 7.3 implies
that ¢ is an open mapping; thus g(/) is open. Moreover, since g~! € €' (g(U)), for any
open set Ve g(U), g € € (V); thus there exists Ly > 0 such that |g7 (y1) — g7 (42)] g <
Ly|y1 — ya|gre for all yq,ys € V. Therefore, Lemma 8.58 and Remark 8.38 imply that (8.6.1)
holds for all rectangles R that are not necessary closed, as long as R < g(i).

Consider the extensions of f and (f o g)|J,| given by

oy, | [(x) ifzeg(E),
/ (I)_{ 0 ifxeg(E)r,

and
(fog)(@)|Iyl(z) fzek,

T @ = { VO T
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By the integrability of f over g(E), the set {y e R ‘Tg(E) is discontinuous at y} has measure

zero. Since

{reR" ‘(]”TWE is discontinuous at x}
< 0E u {z € int(E)| f is discontinuous at g(z)}
= 0F u {y € g(int(E)) | f is discontinuous at y}
coF v {y e R" ‘?g(E) is discontinuous at y} ,

we conclude that {x e R"” ‘ (fog)|Jd g|E is discontinuous at :L’} has measure zero. Therefore,
(f og)|J,| is Riemann integrable over E. On the other hand, by the fact that

(F o)l = (Fog) 13,/ =Fogld,l” on U,

we also find that (TQ(E)O 9)|J,| is Riemann integrable over U, and Corollary 8.33 further
suggests that (Tg(E)o 9)|Jd,| is Riemann integrable over for every subset of ¢ that has volume.

Moreover,
f F0 g) ()|, (x)dz = j (f o ) ()3, (x)|dz. (8.6.2)
U E

Fix an open set V with g(E) € Vccg(U). Since E is a compact set, by Theorem 4.21
g(E) is also compact; thus there exists > 0 such that d(z,y) > § for all z € g(E) and
y € V', Let P be a partition of g(F) such that diam(A) < § for all A € P. Then A € V if
AePand A ng(E) # . Since ;gifgw) (y) = megi_nlf(A)(fg(E)o g)(x) if A U, we find that

o —9(E) o . —9(E) .
LEP= 2 mfF e = 3 it (" eg)@r(d);
Ang(E)#J Ang(E)#J

thus (8.6.1) and (8.6.2) imply that

L(f,P) = inf fg(E)og x f J,(z)|dx
GP = 5 P | )
Ang(E)#J

< %] Feowm@l = [ 70 0) )0l

AP 9 Unep,ang(m)2z D)
Ang(E)#J

- L(fog><x>Jg<x>|dx.

Similarly, by the fact that sup £ (y) = sup (f""og)(x) if A < U, we conclude that
YyeA zeg~(A)

aep  @EGTH(A)
Ang(E)#D

U(f,P)= sup ("7 og)(x Jy(x)|dx
4P= Y e (FToow || e

> % | T et = | (7" 09) @)1, (0)]ds

97 Uaer,angmy2z )
Ang(E)#D

- L(fog)(ﬂc)ng(w)\dx-
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The integrability of f over g(E) implies that fly)dy = J (fog)(z)|dy(x)|dx. o
9(E) E

Since the differentiability of g implies that locally g is very closed to an affine map; that
is, g(z) ~ Lx+c for some L € Z(R™, R") and ¢ € R™ (in fact, g(x) ~ g(xo)+ (Dg)(xo)(x—x0)
in a neighborhood of zy), our next step is to establish (8.6.1) first for the case that g is an
affine map. Since the volume of a set remains unchanged under translation, W.L.O.G. we
can assume that ¢ is linear. The following lemma proves a generalized version of (8.6.1) for
the case that g € Z(R™,R").

Lemma 8.60. Let g € Z(R",R"), and A < R" be a set that has volume. Then g(A) has

volume, and

v(g(A)) = L(A) Ldy — L 3, (2))dz (8.6.3)

Remark 8.61. If g € Z(R",R"), then g(x) = Lz for some n x n matrix. In this case
Jy(z) = det(L) for all x € A; thus (8.6.3) is the same as that

v(L(A4)) = L(A) ldy = JA | det(L)|dx = | det(L)|v(A). (8.6.4)

Therefore, in the following we prove (8.6.4) instead of (8.6.3).

Proof of Lemma 8.60. Since any n x n matrices can be expressed as the product of ele-
mentary matrices, it suffices to prove the validity of the lemma for the case that L is an
elementary matrix.

Suppose first that A = [a1,b1] x -+ X [a,, b,] is a rectangle.

1. If L is an elementary matrix of the type

1 0 0 ]
0 1 0
0 1 0
L=|: 0 ¢ 0 . | < the ko-th row
: 0 1 0
: 0 1 0
0 - 0 1]

then

L(A) = [a1,b1] x -+ X [arg—1, bro—1] X [Cary, Cbry] X [Qrgs1, Okgr1] X -+ X [an, by]
itc=0or

L(A) = [a1,b1] x -+ X [agg—1,bro—1] X [cbry, cary] X [aros1, bror1] X =+ X [an, by

if ¢ < 0. In either case, v(L(A)) = |c|v(A) = | det(L)|v(A).
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2. If L is an elementary matrix of the type

1 0 0
0 0
: 1
0O 0 O 1 : | < the ip-th row
1
L= 0 0
1
1 0O 0 0 ;| < the jo-th row
0 1
0 0 . 0
|0 o0 1]
1 !

the 79-th column  the jp-th column

then

L(A) = [a1,b1] x -+ x [ai,—1, big—1] % [ajy,bj] X [@igy1, bigyr] X -+ ¥

X [aJ'O*l?bjO*l] x [aiov bio] X [aj0+1,bj0 + 1] X X [anabn] ;
thus v(L(A)) = v(A) = |det(L)|v(A).

3. If L is an elementary matrix of the type

1 0 - 0
0 1 0 0
: c 0 | < the ip-th row
: 0
L= : 0 1 0 :
: 0 1 0
0 - 0 1)
1

the jo-th column

then L(A) is a parallelepiped

. n ;
L(A) = {(z1, -+, @ig—1, Ty + CTjy, Tigs1, -+, Tp) € R™| i € [az, b] V1< i <n}
n y
= {(l‘h oy Lig—15 Yigs Lig41, " ,[L‘n) eR }aio + CT 4, < Yio < bi[) + CT 3,

xT; € [(I,i,bi] Vi #* ’lo},
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T, axis T, axis ! !

|
T, axis : - T, axis

1 1
(xla S Lig—1y Tig41y """ 7xn) hyper—space (xlv S Lig—1Lig+1y " 0 71.77.) hyper'Space

Figure 8.3: The image of a rectangle under a linear map induced by the elementary matrix
of the third type

thus the Fubini theorem (or Corollary 8.55) implies that

bi —‘erj
f ’ ’ 1dyi0>di’i0 = V(A) .

@ +cxj0

v(L(A)) =

J[al,bﬂx--%[aio1,bi01]><[aio+1,b¢0+1]><~--><[an,bn}
On the other hand, |det(L)| = 1, so v(L(A)) = | det(L)|v(A) is validated.

Therefore, (8.6.4) holds if A is a rectangle and L is an elementary matrix. An immediate
consequence of this observation is that if Z is a set of measure zero, so is L(Z).

Now suppose that A is an arbitrary set with volume, and L is an elementary matrix.

1. If det(L) = 0, L must be an elementary matrix of the first type, and in this case,

L(A) € [-rr] x - x [-rr] x  [—g,e] x- x[=r7]
—
the ko-th slot

for some r > 0 sufficiently large and arbitrary ¢ > 0. Therefore, L.(A) has volume

zero; thus L(A) has volume and v(L(A4)) = | det(L)[v(A).

2. Suppose that det(L) # 0. Let ¢ > 0 be given. Since A has volume, by Riemann’s

condition there exists a partition of A such that

€
U(1l — L(1 < :
( Aap) ( Aap) \det(L)\
Note that the inequality above also implies that
€ €

U(ls,P)—v(A) < and v(A) — L(14,P) <

| det(L)] | det(L)[

LetClz{AeP‘AmAyé@} anngz{AeP{AgA}, and define Ry = (J A
AECl

and Ry = J A. Then Ry, € A < R;. Moreover,
AGCQ

v(L(R1)) = > v(L(A) = ). |det(L)[r(A) =|det(L)|[U (14, P) < | det(L)|(A) + &

AeCq AeCq
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and

v(L(R2)) = > v(L(A) = > |det(L)[r(A) =] det(L)|L(14, P) > | det(L)[v(A) —¢.

AeCy AeCs

As a consequence, by the fact that L(Rs) < L(A) < L(R;) we conclude that

‘ f 1dx — J 1dx‘ < V(L(R1)) —I/(L(Rz)) = |det(L)|(U(1A,P) - L(lAaP)) <e€.
L(A) JL(A)

Since € > 0 is arbitrary, we find that f ldx = f ldz which implies that 11,4 is
L(A) JL(A)
Riemann integrable, or equivalently, L(A) has volume.

On the other hand, observing that

| det(L)|v(4) — e < v(L(R2)) < v(L(A4)) < v(L(Ry)) < | det(L)|v(A) +¢,

we conclude that v(L(A)) = | det(L)|v(A) again because ¢ is arbitrary. o

Lemma 8.62. Let U < R™ be an open bounded set, and g : U — R™ be an one-to-one €*
mapping that has a €' inverse; that is, g=' : g(U) — R™ is also continuously differentiable.
Assume that the Jacobian of g and J, = det([Dg]), does not vanish in U. Then

v(R) = f |Jg(x)|dx  for all closed rectangle R < g(U) . (8.6.1)
g~ (R)

Proof. Since g : U — R™ is of class €' and ¢! (R) < U is compact, there exist m > 0 and
A > 0 such that

[Jy(z)| =m and |(Dg)(z) <A Vzeg ' (R).

AR Rn)

Let ¢ > 0 be given. Since g '(R) is compact, Theorem 4.52 implies that J, is uniformly

continuous on g~!(R). Therefore, there exists §; > 0 such that

[ Jg(21) = Ty(za)| < me i |lzg — zofpn < 6.

1 1

Since g1 is of class ¢!, the continuity of g~! and Corollary 6.66 guarantee the existence of

d > 0 such that if |y; — y2|re < and y1,y2 € R,

lg ™ ) — 97 (2) | gn < 6

and
lg™ (w2) — 97 (1) — (Dg™") (1) (w2 — 1)

Let P be a partition of R with mesh size |P|| < d. Then if A € P,

9
Rn < KHyl - ?JQHR” .

|J9(g_1(3/1)) - Jg(g_l(yz))‘ <me Vy,y €A
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and by the fact that (Dg=1)(y1) = ((Dg)(g_l(yl)))f1 (which is due to the inverse function
theorem (Theorem 7.1)), for all y1,y2 € A we have

lg™ (w2) — g~ (1) — ((Dg>< ) (e = 91) e < Hyl Y
H (Ran)H((DQ)(g_l(yl))) (3/1—3/2)

‘ ( Dg yl ) 1(y1 - y2>H]Rn :

The inequality above suggests that ¢~! is approximately an affine map on A, and we must

Dg)(yg

R"

>Im

(
(

(‘f)

have S; € g7'(A) € S, for some parallelepipeds S; and Sy whose sides are parallel to the
sides of the parallelepiped S = ((Dg)(%))_lA in which 7 € g~!(A) is the image of the center
of A under g7, and v(S1) = (1 —&)"v(S), v(S3) = (1 4+ &)"v(S). By Lemma 8.60,

thus

j 3, (0)ldx < f (13,(3)] + me)de
g 1(A) g—1(A)

< (13,3 + me)v(g1(A)) < (1 +5)”|(!|]J?£§|)| + me)

A similar argument provides a lower bounded of the left-hand side, and we conclude that

v(A) < (1+¢)"y(A).

(1—5)”“V(A)<J1(A)| J(@)lde < (14" w(A)  VAeP.

Summing over all A € P, we find that

(1 _ n+1 Z J |dZB (1 + 6)n—i—l (R) _
AeP Y9
Identity (8.6.1) is then concluded since )] |Jy(x)|dx = J |Jy(x)|dx and € > 0 is
AeP Jg=1(A) 97 (R)
arbitrary. O

Example 8.63. Let A be the triangular region with vertices (0,0), (4,0), (4,2), and f :
A — R be given by

flz,y) =y/ov —2y.

Let (u,v) = (z,z — 2y). Then (z,y) = g(u,v) = (u, %), thus
10 1
Jo(u,0) =1 1|= )
2 2

Define E as the triangle with vertices (0,0), (4,0), (4,4). Then A = g(FE).
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Figure 8.4: The image of E under g

Therefore,

Lﬂx,y)d(x,y) e odtey) = ; Lf(g(u 0))d(w, )

Example 8.64. Suppose that f : [0, 1] — R is Riemann integrable and j (1—z)f(x)dx =5
0
(note that the function g(x) = (1 — z) f(x) is Riemann integrable over [0, 1] because of the

1 prx

Lebesgue theorem). We would like to evaluate the iterated integral f J f(z —y)dydx.
0 Jo

It is nature to consider the change of variable (u,v) = (x — y,z) or (u,v) = (x — y,y).

Suppose the later case. Then (z,vy) = g(u,v) = (u + v,u); thus

11

Jy(u,v) = ‘1 0

et

Moreover, the region of integration is the triangle A with vertices (0,0), (1,0), (1,1), and
three sides y = 0, x = 1, x = y correspond to u = 0, v +v = 1 and v = 0. Therefore, if
E denotes the triangle enclosed by u = 0, v = 0 and u + v = 1 on the (u,v)-plane, then
g(E) = A, and

f: L o — y)dyde =

fo— d(z,y) J f@ —y)d(z,y)

Ja

:L o g)(u,v)|Jg4(u,v)|d(u,v) = JJ f(w)dvdu
[

(1—u)f(u)du=5.

J

Example 8.65. Let A be the region in the first quadrant of the plane bounded by the
curves 2y —r+y=0and x —y =1, and f: A — R be given by

fz,y) = 2%y (x + y)e @7,

We would like to evaluate the integral f flx,y)d(x,y).
A
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Let (u,v) = (xy —x+y,z—y). Unlike the previous two examples we do not want to solve
for (z,y) in terms of (u,v) but still assume that (z,y) = g(u,v). By the inverse function

theorem,

-t 1 1

J - — .
o(t:0) —y+1l-z—-1 x4y

1o ly-1 z+1
1 —1

(w)=g~(zy) ’0(:6, Y)

Moreover, the curve xy — x + y = 0 corresponds to u = 0, while the lines z —y = 1 and
y = 0 correspond to v = 1 and u + v = 0, respectively; thus if E is the region enclosed by
u=0,v=1and u+v =0, then A = g(F).

v Yy

Figure 8.5: The image of E under g

Therefore,

ff@wﬂamzf f@wﬂawzfquWmmuwmaww
A (E) E

g
1 0 2 1 ! 2
= f f (u+v)?e™" dudv = gf vie " dv
0 J—v 0
1t

w=1

1 1
=g ), e =g v =
Example 8.66 (Polar coordinates). (Not yet finished!!!)

Example 8.67 (Cylindrical coordinates). (Not yet finished!!!)

Example 8.68 (Polar coordinates). (Not yet finished!!!)
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