
Chapter 3. Mathematical Backgrounds

量子計算的數學基礎
MA5501*

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

Chapter 3. Mathematical Backgrounds
§3.1 Vector Spaces and Linear Maps

§3.2 Direct Sum of Vector Spaces and Multi-linear Maps

§3.3 Inner Product Spaces and Hilbert Spaces

§3.4 Dual Spaces and Adjoint Operators

§3.5 Unitary Operators and Unitary Matrices

§3.6 Tensor Product of Vector Spaces

§3.7 Unitary Decomposition

§3.8 Implementation of Multi-Controlled Rotation Gates

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.1 Vector Spaces and Linear Maps
§3.1.1 Vector spaces
Definition
A vector space V over a scalar field F is a collection of elements
called vectors, with given operations of vector addition + : VˆV Ñ

V and scalar multiplication ¨ : F ˆ V Ñ V such that
1 v + w = w + v for all v,w P V.
2 (v + w) + u = v + (u + w) for all u, v,w P V.
3 there exists 0, the zero vector, such that v+0 = v for all v P V.
4 for each v P V there exists w P V such that v + w = 0.
5 λ ¨ (v + w) = λ ¨ v + λ ¨ w for all λ P F and v,w P V.
6 (λ+ µ) ¨ v = λ ¨ v + µ ¨ v for all λ, µ P F and v P V.
7 (λ ¨ µ) ¨ v = λ ¨ (µ ¨ v) for all λ, µ P F and v P V.
8 1 ¨ v = v for all v P V.
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§3.1 Vector Spaces and Linear Maps
Remark: In the following we always assume that the scalar field F
under consideration is R or C.
Remark: In property 4 of the definition above, it is easy to see that
for each v, there is only one vector w such that v+w = 0. We often
denote this w by ´v, and the vector substraction ´ : V ˆ V Ñ V
is then defined (or understood) as v ´ w = v + (´w).
Example
Let F be a scalar field. The space Fn is the collection of n-tuple v =

(v1, v2, ¨ ¨ ¨ , vn) with vi P F with addition + and scalar multiplication
¨ defined by

(v1, ¨ ¨ ¨ , vn) + (w1, ¨ ¨ ¨ ,wn) ” (v1 + w1, ¨ ¨ ¨ , vn + wn) ,

α(v1, ¨ ¨ ¨ , vn) ” (αv1, ¨ ¨ ¨ , αvn) .

Then Fn is a vector space over F.
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§3.1 Vector Spaces and Linear Maps
Example
Let F be a scalar field. The collection of mˆn matrices with entries
in F is denoted by M(m, n;F) or Fmˆn; that is, A P M(m, n;F) if
and only if A = [aij]1ďiďm,1ďjďn for some aij P F. Define the addition
+ and scalar multiplication ¨ on M(m, n;F) by

A + B = [aij + bij] if A = [aij] and B = [bij]

and
c ¨ A = [c ¨ aij] if A = [aij] .

Then (M(m, n;F),+, ¨) is a vector space over F.

Definition (Vector subspace)
Let V be a vector space over scalar field F. A subset W Ď V is
called a vector subspace of V if itself is a vector space over F.
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§3.1 Vector Spaces and Linear Maps
Definition
Let V be a vector space over a scalar field F. k vectors v1, v2, ¨ ¨ ¨ , vk
in V is said to be linearly dependent if there exist α1, ¨ ¨ ¨ , αk P F,
(α1, ¨ ¨ ¨ , αk) ‰ 0 such that α1v1+α2v2+ ¨ ¨ ¨+αkvk = 0. k vectors
v1, v2, ¨ ¨ ¨ , vk in V is said to be linearly independent if they are
not linearly dependent. In other words, tv1, ¨ ¨ ¨ , vku are linearly
independent if
α1v1 + α2v2 + ¨ ¨ ¨ + αkvk = 0 ñ α1 = α2 = ¨ ¨ ¨ = αk = 0 .

Example
The k vectors t1, x, x 2, ¨ ¨ ¨ , x k´1u are linearly independent in the
space of polynomials for all k P N.
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§3.1 Vector Spaces and Linear Maps
Definition
The dimension of a vector space V is the number of maximum
linearly independent set in V, and in such case V is called an n-
dimensional vector space, where n is the dimension of V. If for
every number n P N there exists n linearly independent vectors in V,
the vector space V is said to be infinitely dimensional.

Definition (Basis)
Let V be a vector space over F. A collection of vectors tviuiPI in
V is called a basis of V if for every v P V, there exists a unique
tαiuiPI Ď F such that

v =
ÿ

αPI
αivi .

For a given basis B = tviuiPI , the coefficients tαiuiPI given in the
above relation is denoted by [v ]B.
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§3.1 Vector Spaces and Linear Maps
§3.1.2 Linear Maps and their matrix representations
Definition
Let V,W be vector spaces over a common scalar field F. A map L
from V to W is said to be linear if L(cv1 + v2) = cL(v1)+ L(v2) for
all v1, v2 P V and c P F. We often write Lv instead of L(v), and the
collection of all linear maps from V to W is denoted by L(V;W).
We also write L(V) instead of L(V;V) if W = V. An element in
L(V;F) is called a linear functional on V.

Proposition
Let V and W be vector spaces over a common scalar field F. Then
L(V;W) is a vector space over F.
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§3.1 Vector Spaces and Linear Maps
Example
Let F be a scalar field, and A = [aij]1ďiďm,1ďjďn P M(m, n;F) be
an m ˆ n matrix. Define a vector-valued function L : Fn Ñ Fm by

L(x1, ¨ ¨ ¨ , xn) =
( n
ÿ

j=1

a1jxj,
n
ÿ

j=1

a2jxj, ¨ ¨ ¨ ,
n
ÿ

j=1

amjxj
)
.

Then L P L(Fn,Fm).

From the example above, we see that any mˆn matrix is associated
with a linear map. Now suppose that V and W are vector spaces
over a common scalar field F, V is a n-dimensional vector space with
basis B = tvjun

j=1, and W is a m-dimensional vector space with basis
rB = twium

i=1.
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§3.1 Vector Spaces and Linear Maps
Let L P L(V;W). Since rB = twium

i=1 is a basis of W, for each vj P B
there exist unique a1j, a2j, ¨ ¨ ¨ , amj P F such that Lvj =

m
ř

i=1
aijwi.

Moreover, if u P V, then there exist c1, ¨ ¨ ¨ , cn P F such that

u =
n
ÿ

j=1

cjvj or c = [u ]B ,

and by the linearity of L,

Lu = L
( n
ÿ

j=1

cjvj
)
=

n
ÿ

j=1

cjLvj =
n
ÿ

j=1

cj
( m
ÿ

i=1

aijwi
)
=

m
ÿ

i=1

( n
ÿ

j=1

aijcj
)

wi .

Let bi =
n
ř

j=1
aijcj, and b = [b1, ¨ ¨ ¨ , bm]T. Then with A denoting the

m ˆ n matrix [aij]1ďiďm,1ďjďn,

[Lu ]
rB = b = Ac = A[u ]B .
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§3.1 Vector Spaces and Linear Maps
The discussion above induces the following
Definition
Let V,W be two vector spaces over a common scalar field F,
dim(V) = n and dim(W) = m, and B, rB be basis of V,W, respec-
tively. For L P L(V;W), the matrix representation of L relative
to bases B and rB, denoted by [L]

rB,B, is the matrix in M(m, n;F)
satisfying

[Lu ]
rB = [L]

rB,B[u ]B @ u P V .

If L P L(V;V), we simply use [L]B to denote [L]B,B.

Remark: If V has a standard basis B or B is well-known, we also
use [L] instead of [L]B to simplify the notation.
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§3.1 Vector Spaces and Linear Maps
Example
Let V = span(1, x, ¨ ¨ ¨ , x n´1) and W = span(1, x, ¨ ¨ ¨ , x m´1) with
m ě n ´ 1. Then d

dx : V Ñ W defined by
d
dx

( n
ÿ

k=1

akx k´1
)
=

n
ÿ

k=1

ak(k ´ 1)x k´2

is linear, and the matrix representation of d
dx (relative to the standard

basis of V and W) is

m-rows

$

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

%



0 1 0 ¨ ¨ ¨ 0
... 0 2

. . .
...

...
. . .

. . .
. . . 0

...
. . . 0 (n ´ 1)

...
. . . 0

...
...

0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0


.
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§3.1 Vector Spaces and Linear Maps
Theorem
Let V1,V2,V3 be finite dimensional vector spaces, and B1, B2, B3

be basis of V1, V2, V3, respectively. Then

[TS ]B3,B1 = [T ]B3,B2 [S ]B2,B1 @ S P L(V1;V2),T P L(V2;V3) .

Proof.
Let S P L(V1;V2) and T P L(V2;V3) be given. For all v PV1,

[TSv ]B3 = [T ]B3,B2 [Sv ]B2 = [T ]B3,B2 [S ]B2,B1 [v ]B1 ,

[TSv ]B3 = [TS ]B3,B1 [v ]B1 .

Therefore,
[T ]B3,B2 [S ]B2,B1 [v ]B1 = [TS ]B3,B1 [v ]B1 @ v PV1 ;

thus letting u be any basis vector implies that
[TS ]B3,B1 = [T ]B3,B2 [S ]B2,B1 . ˝
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§3.1 Vector Spaces and Linear Maps
§3.1.3 Algebraic dual space
For a given vector space V over scalar field F, the algebraic dual
space of V is L(V;F) (also denoted by V 1).
Example
Let V = Rn and F = R. From Linear Algebra we know that V 1 has
one-to-one correspondence with V: every f P V 1 corresponds to a
unique matrix a ” [a1, ¨ ¨ ¨ , an] P Rn such that

f (x) = a ¨ x
and vice versa. We write V 1 ‘‘=”V. A bit more generalized version of
the result above is that (Cn) 1 = Cn in the sense that every f P (Cn) 1

corresponds to a unique vector a ” (c1, ¨ ¨ ¨ , cn) P Cn such that

f (z) = c ¨ z =
n
ÿ

j=1

scjzj ,

where cj is the complex conjugate of cj.
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§3.1 Vector Spaces and Linear Maps
Proposition
Let V be a finite dimensional vector space over field F. Then
dim(V 1) = dim(V).

Proof.
Let te1, ¨ ¨ ¨ , enu be a basis of V. Define φ1, ¨ ¨ ¨φn by

φi
( n
ÿ

j=1

cj ej
)
=

n
ÿ

j=1

cj δij @ 1 ď i ď n and cj P F . (1)

Then φ1, ¨ ¨ ¨ , φn P V 1. Moreover, the collection tφ1, ¨ ¨ ¨ , φnu are
linearly independent since if α1, ¨ ¨ ¨ , αn P F verify that

α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn = 0 (the zero function) ,
we must have

(α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn)(ej) = 0 @ 1 ď j ď n
which implies that αj = 0 for all 1 ď j ď n; thus dim(V 1) ě n. ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.1 Vector Spaces and Linear Maps
Proposition
Let V be a finite dimensional vector space over field F. Then
dim(V 1) = dim(V).

Proof.
Let te1, ¨ ¨ ¨ , enu be a basis of V. Define φ1, ¨ ¨ ¨φn by

φi
( n
ÿ

j=1

cj ej
)
=

n
ÿ

j=1

cj δij @ 1 ď i ď n and cj P F . (1)

Then φ1, ¨ ¨ ¨ , φn P V 1. Moreover, the collection tφ1, ¨ ¨ ¨ , φnu are
linearly independent since if α1, ¨ ¨ ¨ , αn P F verify that

α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn = 0 (the zero function) ,
we must have

(α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn)(ej) = 0 @ 1 ď j ď n
which implies that αj = 0 for all 1 ď j ď n; thus dim(V 1) ě n. ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.1 Vector Spaces and Linear Maps
Proposition
Let V be a finite dimensional vector space over field F. Then
dim(V 1) = dim(V).

Proof.
Let te1, ¨ ¨ ¨ , enu be a basis of V. Define φ1, ¨ ¨ ¨φn by

φi
( n
ÿ

j=1

cj ej
)
=

n
ÿ

j=1

cj δij @ 1 ď i ď n and cj P F . (1)

Then φ1, ¨ ¨ ¨ , φn P V 1. Moreover, the collection tφ1, ¨ ¨ ¨ , φnu are
linearly independent since if α1, ¨ ¨ ¨ , αn P F verify that

α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn = 0 (the zero function) ,
we must have

(α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn)(ej) = 0 @ 1 ď j ď n
which implies that αj = 0 for all 1 ď j ď n; thus dim(V 1) ě n. ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.1 Vector Spaces and Linear Maps
Proposition
Let V be a finite dimensional vector space over field F. Then
dim(V 1) = dim(V).

Proof.
Let te1, ¨ ¨ ¨ , enu be a basis of V. Define φ1, ¨ ¨ ¨φn by

φi
( n
ÿ

j=1

cj ej
)
=

n
ÿ

j=1

cj δij @ 1 ď i ď n and cj P F . (1)

Then φ1, ¨ ¨ ¨ , φn P V 1. Moreover, the collection tφ1, ¨ ¨ ¨ , φnu are
linearly independent since if α1, ¨ ¨ ¨ , αn P F verify that

α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn = 0 (the zero function) ,
we must have

(α1φ1 + α2φ2 + ¨ ¨ ¨ + αnφn)(ej) = 0 @ 1 ď j ď n
which implies that αj = 0 for all 1 ď j ď n; thus dim(V 1) ě n. ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.1 Vector Spaces and Linear Maps
Proof (cont.)
On the other hand, suppose that g P V 1 and g(ej) = dj. If x =

x1e1 + ¨ ¨ ¨ + xnen, the linearity of g implies that
g(x) = g(x1e1 + ¨ ¨ ¨ + xnen) = x1g(e1) + ¨ ¨ ¨ + xng(en)

= d1x1 + ¨ ¨ ¨ + dnxn

and (1) shows that
(d1φ1 + ¨ ¨ ¨ + dnφn)(x)
= (d1φ1 + ¨ ¨ ¨ + dnφn)(x1e1 + ¨ ¨ ¨ + xnen) =

n
ÿ

i=1

diφi
( n
ÿ

j=1

xj ej
)

=
n
ÿ

i=1

n
ÿ

j=1

di xj δij =
n
ÿ

i=1

dixi = d1x1 + ¨ ¨ ¨ + dnxn .

Therefore, g = d1φ1 + ¨ ¨ ¨ + dnφn which implies that V 1 =

span(φ1, ¨ ¨ ¨ , φn). This establishes that dim(V 1) = n. ˝
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§3.2 Direct Sum and Multi-Linear Maps
§3.2.1 Direct sum of vector spaces
Definition
Given sets A and B, the Cartesian product of A and B, denoted by
A ˆ B, is the set of all ordered pairs (a, b) with a P A and b P B;
that is, A ˆ B =

␣

(a, b)
ˇ

ˇ a P A and b P B
(

. The Cartesian of three
or more sets are defined similarly.

Let X and Y be vector spaces over a common scalar field F. The
direct sum of X and Y, denoted by X ‘Y, is XˆY with the following
vector space structure: @ λ P F, x1, x2 P X and y1, y2 P Y,

λ ¨ (x1, y1) + (x2, y2) = (λ ¨ x1 + x2, λ ¨ y1 + y2) .

For x P X and y P Y, the ordered pair (x, y) is also written as x ‘ y.
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§3.2 Direct Sum and Multi-Linear Maps
Remark:

1 The direct sum is a way of getting a new big vector space from
two (or more) smaller vector spaces in the simplest way one can
imagine: you just line them up.

2 Let X,Y be finite dimensional vector spaces over a scalar field
F, where F = R or C. Then X‘Y is a finite dimensional vector
space over F and dim(X ‘Y ) = dim(X) + dim(Y ). In fact, if
␣

x1, ¨ ¨ ¨ , xmu is a basis of X and ty1, ¨ ¨ ¨ , ynu is a basis of Y,
then X ‘Y has a basis

␣

x1 ‘ 0, x2 ‘ 0, ¨ ¨ ¨ , xm ‘ 0, 0 ‘ y1, 0 ‘ y2, ¨ ¨ ¨ , 0 ‘ yn
(

.

This basis is called the induced basis of basis
␣

x1, ¨ ¨ ¨ , xmu of
X and basis ty1, ¨ ¨ ¨ , ynu of Y.
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§3.2 Direct Sum and Multi-Linear Maps
Definition
Let X, Y, Z, W be vector spaces over a common scalar field F, and
A P L(X;Z ), B P L(Y;W ). The direct sum of A and B, denoted by
A ‘ B, is a linear map in L(X ‘Y;Z ‘W ) satisfying that

(A ‘ B)(x ‘ y) = (Ax) ‘ (By) @ x P X, y P Y .

Theorem
Let X1,X2,X3, Y1,Y2,Y3 be vectors spaces over a common scalar
field F, and A1 P L(X1;X2), A2 P L(X2;X3), B1 P L(Y1;Y2), B2 P

L(Y2;Y3). Then (A2 ‘ B2)(A1 ‘ B1) = (A2A1) ‘ (B2B1).

Proof.
Let x P X1 and y P Y1. Then

(A2 ‘ B2)(A1 ‘ B1)(x ‘ y) = (A2 ‘ B2)(A1x ‘ B1y)
= (A2A1x ‘ B2B1y) = (A2A1 ‘ B2B1)(x ‘ y) . ˝
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§3.2 Direct Sum and Multi-Linear Maps
The following theorem concerns with the matrix representation of
A ‘ B if A, B are linear maps.
Theorem
Let X1, X2, Y1, Y2 be finite dimensional vector spaces over field
F, and A P L(X1;X2), B P L(Y1;Y2). Suppose that relative to
given basis of X1,X2,Y1,Y2, the matrix representations of A and
B are [A] and [B ], respectively. Then relative to the induced basis
of X1 ‘Y1 and X2 ‘Y2 of given basis of X1,X2,Y1,Y2, the matrix

representation of A ‘ B is
[
[A] 0
0 [B ]

]
.
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§3.2 Direct Sum and Multi-Linear Maps
§3.2.2 Multi-Linear Maps
Definition
Let V1,V2,W be vector spaces over a common scalar field F. A map
L : V1 ‘ V2 Ñ W is said to be bilinear provided that

L(cu + v,w) = cL(u,w) + L(v,w) @ u, v P V1,w P V2 and c P F,

L(u, cv + w) = cL(u, v) + L(u,w) @ u P V1, v,w P V2 and c P F.

The collection of all maps L : V1 ‘V2 Ñ W satisfying two identities
above is denoted by L(V1,V2;W).
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§3.2 Direct Sum and Multi-Linear Maps
The extension of the bilinearity is the multi-linearity given by
Definition
Let V1, ¨ ¨ ¨ ,Vn,W be vector spaces over a common scalar field F.
A map L : V1 ‘ ¨ ¨ ¨ ‘Vn Ñ W is said to be multi-linear, denoted by
L P L(V1, ¨ ¨ ¨ ,Vn;W), provided that

L(u1, ¨ ¨ ¨ ,uj´1, cvj + wj,uj+1, ¨ ¨ ¨ ,un)

=c L(u1, ¨ ¨ ¨ ,uj´1, vj,uj+1, ¨ ¨ ¨ ,un)+ L(u1, ¨ ¨ ¨ ,uj´1,wj,uj+1, ¨ ¨ ¨ ,un)

for all 1 ď j ď n and c P F, and uℓ P Vℓ for all ℓ ‰ j, vj,wj P Vj.

Remark: One can think of the space of linear maps L(V;W) as
collection of “one”-linear maps.
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§3.2 Direct Sum and Multi-Linear Maps
Theorem
Let V1, ¨ ¨ ¨ ,Vn,W be vector spaces over a common scalar field F.
Then L(V1, ¨ ¨ ¨ ,Vn;W) is a vector space over F.

Proof.
Let f, g P L(V1, ¨ ¨ ¨ ,Vn), and α P F. Then if 1 ď j ď n, c P F, and
uℓ P Vℓ for all ℓ ‰ j, vj,wj P Vj, we have
(αf + g)(u1, ¨ ¨ ¨ ,uj´1, cvj + wj,uj+1, ¨ ¨ ¨ ,un)

= αf (u1, ¨ ¨ ¨ ,uj´1, cvj + wj,uj+1, ¨ ¨ ¨ ,un)

+g(u1, ¨ ¨ ¨ ,uj´1, cvj + wj,uj+1, ¨ ¨ ¨ ,un)

= α
[
cf (u1, ¨ ¨ ¨ ,uj´1, vj,uj+1, ¨ ¨ ¨ ,un) + f (u1, ¨ ¨ ¨ ,uj,wj,uj+1, ¨ ¨ ¨ ,un)

]
+cg(u1, ¨ ¨ ¨ ,uj´1, vj,uj+1, ¨ ¨ ¨ ,un) + g(u1, ¨ ¨ ¨ ,uj,wj,uj+1, ¨ ¨ ¨ ,un)

= c (αf + g)(u1, ¨ ¨ ¨ ,uj´1, vj,uj+1, ¨ ¨ ¨ ,un)

+(αf + g)(u1, ¨ ¨ ¨ ,uj´1,wj,uj+1, ¨ ¨ ¨ ,un) . ˝
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§3.3 Inner Product Spaces and Hilbert Spaces
Definition
An inner product space

(
V, x¨, ¨y

)
is a vector space V over a scalar

field F associated with a function x¨, ¨y : V ˆ V Ñ F such that
1 xx, xy ě 0, @ x P V.
2 xx, xy = 0 if and only if x = 0.
3 xx, y + zy = xx, yy + xx, zy for all x, y, z P V.
4 xx, λyy = λxx, yy for all λ P F and x, y P V.
5 xx, yy = xy, xy for all x, y P V, where c denotes the complex

conjugate of c.
A function x¨, ¨y satisfying 1⃝- 5⃝ is called an inner product on V.

Remark: Properties 3⃝ and 4⃝ are called the right-linearity of inner
products, while 5⃝ is called the left-antilinearity of inner products.
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§3.3 Inner Product Spaces and Hilbert Spaces
Proposition
Let x¨, ¨y be an inner product on a vector space V over a scalar field
F. Then

1 xu, λv + µwy = λxu, vy + µxu,wy for all u, v,w P V, λ, µ P F.
2 xλv + µw,uy = sλxv,uy + sµxw,uy for all u, v,w P V, λ, µ P F.
3 x0,wy = xw, 0y = 0 for all w P V.

Theorem
The inner product x¨, ¨y on a vector space V over scalar field F
satisfies the Cauchy-Schwarz inequality

ˇ

ˇxx, yy
ˇ

ˇ ď
a

xx, xy
a

xy, yy @ x, y P V .

Moreover, for non-zero vectors x, y, the equality holds if and only if
there exists γ P F such that x = γy.
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§3.3 Inner Product Spaces and Hilbert Spaces
Definition
A normed vector space (or simply normed space) (V, } ¨ }) is
a vector space V over a scalar field F associated with a function
} ¨ } : V Ñ R such that

1 }x} ě 0 for all x P V.
2 }x} = 0 if and only if x = 0.
3 }λ ¨ x} = |λ| ¨ }x} for all λ P F and x P V.
4 }x + y} ď }x} + }y} for all x, y P V.

A function } ¨ } satisfying 1⃝- 4⃝ is called a norm on V.

Theorem
The inner product x¨, ¨y on a vector space V (over scalar field F)
induces a norm } ¨ } given by }x} =

a

xx, xy.
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§3.3 Inner Product Spaces and Hilbert Spaces
Definition
A Banach space is a complete normed vector space, and a Hilbert
space is a complete inner product space (that is, a Banach space
whose norm is induced by the inner product).

Remark: In the definition above, the completeness of a normed
vector space is defined as follows.

1 A sequence txnu8
n=1 is called a Cauchy sequence in a normed

space (V, } ¨ }) if
(@ ε ą 0)(D N ą 0)(n,m ě N ñ }xn ´ xm} ă ε) .

2 A normed space (V, } ¨ }) is complete if every Cauchy sequence
in V converges; that is, if txnu8

n=1 is a Cauchy sequence in V,
then there exists x P V such that lim

nÑ8
}xn ´ x} = 0.
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§3.3 Inner Product Spaces and Hilbert Spaces
Definition
Let (V, x¨, ¨y) be a finite dimensional inner product space. A basis
B = tv1, ¨ ¨ ¨ , vnu of V is said to be orthonormal if xvi, vjy = δij for
all 1 ď i, j ď n, where δij is the Kronecker delta.

Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be finite dimensional inner product
spaces over C, B = tv1, ¨ ¨ ¨ , vnu and rB = tw1, ¨ ¨ ¨ ,wmu be or-
thonormal basis of V and W, respectively, and L P L(V;W). If
A = [L]

rB,B = [aij ]mˆn be the matrix representation of L relative to
B and rB, then

xw, LvyW =
A m
ÿ

k=1

wkwk,
m
ÿ

i=1

( n
ÿ

j=1

aijvj
)

wi
E

W
=

n
ÿ

j=1

m
ÿ

i,k=1

aijvjĎwkxwk,wiyW

=
n
ÿ

i=1

m
ÿ

j=1

aijvj swi =
@

[w ]
rB,A[v ]B

D

Cm =
@

[w ]
rB, [L] rB,B[v ]B

D

Cm
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§3.3 Inner Product Spaces and Hilbert Spaces
so that

xw, LvyW =
@

[w ]
rB, [L] rB,B[v ]B

D

Cm =
@

[w ]
rB, [Lv ]

rB
D

Cm , .

The identity above converts the computation of the inner product of
w and Lv in W in terms of the inner product of [w ]

rB and [Lv ]
rB(=

[L]
rB,B[v ]B) in Cm using the matrix representation of L and matrix

multiplications.

In general, if L1, L2 P L(V) and B is an orthonormal basis of V, then

xL1u, L2vyV =
@

[L1]B[u ]B, [L2]B[v ]B
D

Cn
@ u, v P V

since

xL1u, L2vyV =
@

[L1u ]B, [L2]B[v ]ByCn =
@

[L1]B[u ]B, [L2]B[v ]ByCn .
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§3.4 Dual Spaces and Adjoint Operators
Definition
Let V and W be vector spaces over a common scalar field F equipped
with norms } ¨ }V and } ¨ }W , respectively. A linear map L : V Ñ W
is said to be bounded if the number

}L}B(V,W) ” sup
}x}V=1

}Lx}W ă 8 .

The collection of all bounded linear maps from V to W is denoted
by B(V,W). When W = V, we write B(V) instead of B(V,V).

Definition
Let X be a Banach space over scalar field F. The (continuous) dual
space of X, denoted by X ˚, is the collection of all bounded linear
functionals on X; that is,

X ˚ =
!

L P L(X,F)
ˇ

ˇ

ˇ
sup

}x}X=1

ˇ

ˇL(x)
ˇ

ˇ ă 8

)

.
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§3.4 Dual Spaces and Adjoint Operators
Theorem
If
(
H, x¨, ¨y

)
is a finite dimensional Hilbert space over field F, then

H˚ is also finite dimensional and dim(H) = dim(H˚).

Proof.
Let te1, e2, ¨ ¨ ¨ , enu be an orthonormal basis of H (one can always
find an orthonormal basis through the Gram-Schmidt process). For
each 1 ď k ď n, define φk : H Ñ F by

φk(x) = xek, xy .

The Cauchy-Schwarz inequality then implies that
ˇ

ˇφk(x)
ˇ

ˇ ď }ek} ¨ }x} = }x} @ x P H ;

thus φk P H˚ for each 1 ď k ď n. ˝
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§3.4 Dual Spaces and Adjoint Operators
Proof (cont.)
Moreover, if α1, ¨ ¨ ¨ , αn are numbers in F and

α1φ1(x) + α2φ2(x) + ¨ ¨ ¨ + αnφn(x) = 0 @ x P H ,

then for each 1 ď j ď n,

0 = α1φ1(ej) + α2φ2(ej) + ¨ ¨ ¨ + αnφn(ej) =
n
ÿ

k=1

αkδjk = αk .

Therefore, tφ1, φ2, ¨ ¨ ¨ , φnu is a linearly independent set.

Finally, by the fact that x =
n
ř

k=1

xek, xy ek for all x P H, we find that
for f P H˚,

f (x) = f
( n
ÿ

k=1

xek, xy ek
)
=

n
ÿ

k=1

f (ek)φk(x) @ x P H .

This shows that tφ1, φ2, ¨ ¨ ¨ , φnu is a basis of H˚; thus dim(H˚) =
n. ˝
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Proof (cont.)
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§3.4 Dual Spaces and Adjoint Operators
Theorem (Riesz Representation)
Let (H, x¨, ¨y) be a Hilbert space. Then every L P H˚ corresponds
to a unique y P H such that L(x) = xy, xy for all x P H. In other
words, there exists a bijection φ : H˚ Ñ H such that

L(x) = xφ(L), xy @ x P H .

Moreover, }φ(L)} = }L}B(H,F) for all L P H˚.

Proof.
W.L.O.G., we assume that L is not the zero map.
Let N be the null space of L; that is, N = L´1(t0u). Then NK, the
orthogonal complement of N, has a non-zero element z with }z} = 1

(details required). Such z verifies the identity that

L
(
L(x)z ´ L(z)x

)
= L(x)L(z) ´ L(z)L(x) = 0 @ x P H . ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.4 Dual Spaces and Adjoint Operators
Theorem (Riesz Representation)
Let (H, x¨, ¨y) be a Hilbert space. Then every L P H˚ corresponds
to a unique y P H such that L(x) = xy, xy for all x P H. In other
words, there exists a bijection φ : H˚ Ñ H such that

L(x) = xφ(L), xy @ x P H .

Moreover, }φ(L)} = }L}B(H,F) for all L P H˚.

Proof.
W.L.O.G., we assume that L is not the zero map.
Let N be the null space of L; that is, N = L´1(t0u). Then NK, the
orthogonal complement of N, has a non-zero element z with }z} = 1

(details required). Such z verifies the identity that

L
(
L(x)z ´ L(z)x

)
= L(x)L(z) ´ L(z)L(x) = 0 @ x P H . ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.4 Dual Spaces and Adjoint Operators
Theorem (Riesz Representation)
Let (H, x¨, ¨y) be a Hilbert space. Then every L P H˚ corresponds
to a unique y P H such that L(x) = xy, xy for all x P H. In other
words, there exists a bijection φ : H˚ Ñ H such that

L(x) = xφ(L), xy @ x P H .

Moreover, }φ(L)} = }L}B(H,F) for all L P H˚.

Proof.
W.L.O.G., we assume that L is not the zero map.
Let N be the null space of L; that is, N = L´1(t0u). Then NK, the
orthogonal complement of N, has a non-zero element z with }z} = 1

(details required). Such z verifies the identity that

L
(
L(x)z ´ L(z)x

)
= L(x)L(z) ´ L(z)L(x) = 0 @ x P H . ˝

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.4 Dual Spaces and Adjoint Operators
Proof (cont.)
Therefore, the vector L(x)z ´ L(z)x P N for all x P H; thus for each
x P H,

0 = xz, L(x)z ´ L(z)xy = L(x)}z}2 ´ L(z)xz, xy

= L(x) ´ L(z)xz, xy

so that letting y = ĚL(z)z, we have
L(x) = xy, xy @ x P H .

Suppose that y1, y2 P H satisfy L(x) = xy1, xy = xy2, xy for all
x P H. Then

xy1 ´ y2, xy = 0 @ x P H .

In particular, letting x = y1 ´ y2 shows that }y1 ´ y2} = 0; thus
y1 = y2. Therefore, each L P H˚ corresponds to a unique y P H
satisfying L(x) = xy, xy for all x P H. ˝
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§3.4 Dual Spaces and Adjoint Operators
Proof (cont.)
Finally, let φ : H˚ Ñ H denote the map satisfying

L(x) = xφ(L), xy @ x P H .

Using the identity that }y} = sup
}x}=1

ˇ

ˇxy, xy
ˇ

ˇ for all y P H,

}φ(L)} = sup
}x}=1

ˇ

ˇxφ(L), xy
ˇ

ˇ = sup
}x}=1

ˇ

ˇL(x)
ˇ

ˇ = }L}B(H,F) . ˝

Remark: Let (H, x¨, ¨y) be a Hilbert space, and φ be the map given
in the Riesz Representation Theorem. Define

xL1, L2yH˚ =
@

φ(L1), φ(L2)
D

@ L1, L2 P H˚ .

Then (H˚, x¨, ¨yH˚ ) is a Hilbert space, and } ¨ }B(H,F) is the norm
induced by the inner product above. The operator norm } ¨ }B(H,F)
sometimes is denoted by } ¨ }H˚ .
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Remark: Let (H, x¨, ¨y) be a Hilbert space, and φ be the map given
in the Riesz Representation Theorem. Define

xL1, L2yH˚ =
@

φ(L1), φ(L2)
D

@ L1, L2 P H˚ .

Then (H˚, x¨, ¨yH˚ ) is a Hilbert space, and } ¨ }B(H,F) is the norm
induced by the inner product above. The operator norm } ¨ }B(H,F)
sometimes is denoted by } ¨ }H˚ .
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§3.4 Dual Spaces and Adjoint Operators
Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be Hilbert spaces over a common
scalar field F, where F = R or C, and A P B(V,W). Note that the
boundedness of A implies that

}Av}W ď }A}B(V,W)}v}V ă 8 @ v PV .

For a given w PW, define L : V Ñ F by
L(v) = xw,AvyW .

Then L P V 1 (the algebraic dual space of W) and the Cauchy-
Schwarz inequality implies that

ˇ

ˇL(v)
ˇ

ˇ ď }w}W}Av}W ď }w}W}A}B(V,W)}v}V

so that
sup

}v}V=1

ˇ

ˇL(v)
ˇ

ˇ ď }A}B(V,W)}w}W ă 8 .

Therefore, L PV˚ (the continuous dual space of W).
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§3.4 Dual Spaces and Adjoint Operators
By the Riesz representation theorem, there exists a unique vector
u PV such that

L(v) = xu, vyV @ v PV .

The map w ÞÑ u is denoted by A˚ (so A˚ : W Ñ V), and A˚ is
called the adjoint operator of A.

We note that A˚ satisfies that

xw,AvyW = xA˚(w), vyV @ v PV ,w PW

so that for all v PV and w1,w2 in W,
@

A˚(λw1 + µw2), v
D

V

= xλw1 + µw2,AvyW = sλ xw1,AvyW+ sµ xw2,AvyW

= sλ
@

A˚(w1), v
D

V
+ sµ

@

A˚(w2), v
D

V

=
@

λA˚(w1) + µA˚(w2), v
D

V
.
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§3.4 Dual Spaces and Adjoint Operators
Therefore,

A˚(λw1 + µw2) = λA˚(w1) + µA˚(w2) @ w1,w2 PW ;

thus A˚ P L(W,V). Moreover,
}A˚}B(W,V) = sup

}w}W=1
sup

}v}V=1

ˇ

ˇxA˚w, vyV

ˇ

ˇ = sup
}w}W=1

sup
}v}V=1

ˇ

ˇxw,AvyW

ˇ

ˇ

= sup
}v}V=1

sup
}w}W=1

ˇ

ˇxw,AvyW

ˇ

ˇ = }A}B(V,W)

thus A˚ is indeed bounded.
Definition
Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be Hilbert spaces over field F, where
F = R or C, and A P B(V,W). The adjoint operator of A, denoted
by A˚, is the unique element in B(W,V) satisfying that

xw,AvyW = xA˚w, vyV @ v PV ,w PW .
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§3.4 Dual Spaces and Adjoint Operators
Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be Hilbert spaces over field F, where
F = R or C, and A P B(V,W). By the property of inner product,
xAv,wyW = xw,AvyW = xA˚w, vyV = xv,A˚wyV @ v PV,w PW .

Therefore, the adjoint operator A˚ of A satisfies
xw,AvyW = xA˚w, vyV , xAv,wyW = xv,A˚wyV @ v PV,w PW. (2)

Proposition
Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be Hilbert spaces over field F, where
F = R or C, and A P B(V,W). Then (A˚)˚ = A.

Proof.
Let v PV be given. Then if w PW, using (2) we find that

xAv,wyW = xv,A˚wyV = x(A˚)˚v,wyW .

Therefore, Av = (A˚)˚v for all v P H; thus A = (A˚)˚. ˝
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§3.4 Dual Spaces and Adjoint Operators
Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be finite dimensional inner product
spaces over C, B = tv1, ¨ ¨ ¨ , vnu and rB = tw1, ¨ ¨ ¨ ,wmu be or-
thonormal basis of V and W, respectively, and L P L(V;W). Then
the (i, j)-entry of [L˚]B, rB

=
@

[vi]B, [L˚]B, rB[wj]
rB
D

Cn = xvi, L˚wjyV = xLvi,wjyW = xwj, LviyW

= the complex conjugate of the ( j, i)-entry of [L]
rB,B.

This observation motivates the following
Definition (Conjugate transpose of matrices)
Let A = [aij]mˆn be an m ˆ n complex matrix. The conjugate
transpose of A, denoted by AH, A˚ or A: (the last one is often
used in quantum mechanics), is an n ˆ m matrix [bij]nˆm given by
bij = aji.
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§3.4 Dual Spaces and Adjoint Operators
Remark: For real matrices, the conjugate transpose is just the trans-
pose.

Theorem
Let (V, x¨, ¨yV) and (W, x¨, ¨yW) be finite dimensional inner product
spaces over C, B and rB be orthonormal basis of V and W, respec-
tively. If L P L(V;W), then [L˚]B, rB = [L]:

rB,B
.

Definition
Let A = [aij] be a square matrix.

1 A is said to be Hermitian if A = A:.
2 A is said to be skew Hermitian if A: = ´A.
3 A is said to be normal if AA: = A:A.
4 A is said to be unitary if A´1 = A: (explained in §3.5).
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§3.5 Unitary Operators and Unitary Matrices
§3.5.1 Unitary operators
Definition
Let

(
H, x¨, ¨y

)
be a Hilbert space, and U P B(H).

1 U is said to be self-adjoint if U˚ = U.
2 U is said to be unitary if UU˚ = U˚U = Id, where Id denotes

the identity map on H.
The collection of self-adjoint operators on H is denoted by Bsa(H),
and the collection of unitary operators on H is denoted by U(H).

Remark: Let
(
H, x¨, ¨y

)
be a Hilbert space over F, and U P B(H).

1 If F = R, then U satisfying UU˚ = U˚U = Id is often called
orthogonal instead of unitary. Therefore, when the term “uni-
tary” is used, we often assume that F = C.

2 If U is unitary, then U˚ is also unitary.
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§3.5 Unitary Operators and Unitary Matrices
Theorem
Let

(
H, x¨, ¨y

)
be a Hilbert space over field C, and U P B(H). The

following three statements are equivalent.
1 U is unitary.
2 U is surjective and }Ux} = }x} for all x P H.
3 U is surjective and xUx,Uyy = xx, yy for all x, y P H.

Proof.
1⃝ ñ 2⃝: Let z P H be given. Then y = U˚z P H satisfies Uy = z.

This implies that U is surjective. Moreover, if x P H is given,
then

}x}2 = xx, xy = xx,U˚Uxy = xUx,Uxy = }Ux}2 ;

thus }Ux} = }x} for all x P H. ˝
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§3.5 Unitary Operators and Unitary Matrices
Proof (cont.)
2⃝ ñ 3⃝: Let x, y P H. Then

}U(x + y)}2 = xU(x + y),U(x + y)y
= }Ux}2 + xUx,Uyy + xUy,Uxy + }Uy}2

= }Ux}2 + 2Re(xUx,Uyy) + }Uy}2 ,

}x + y}2 = }x}2 + xx, yy + xy, xy + }y}2

= }x}2 + 2Re(xx, yy) + }y}2 ,

and
}U(x + iy)}2 = xU(x + iy),U(x + iy)y

= }Ux}2 + i xUx,Uyy ´ i xUy,Uxy + }Uy}2

= }Ux}2 ´ 2Im(xUx,Uyy) + }Uy}2 ,

}x + iy}2 = }x}2 + i xx, yy ´ i xy, xy + }y}2

= }x}2 ´ 2Im(xx, yy) + }y}2 . ˝
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§3.5 Unitary Operators and Unitary Matrices
Proof (cont.)

Since }Ux} = }x} for all x P H, we have
Re(xUx,Uyy) = Re(xx, yy) ,

Im(xUx,Uyy) = Im(xx, yy) .

Therefore, xUx,Uyy = xx, yy for all x, y P H.
3⃝ ñ 1⃝: Let x P H be given. Then

xU˚Ux, yy = xUx,Uyy = xx, yy @ y P H ;

thus U˚Ux = x. This implies that U˚U = Id on H.
On the other hand, since U is surjective, for each y P H there
exists x P H such that Ux = y. Using U˚U = Id, this x must be
U˚y; thus UU˚y = y for all y P H. This shows that UU˚ = Id
on H; thus U is unitary. ˝
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§3.5 Unitary Operators and Unitary Matrices
Corollary
Let

(
H, x¨, ¨y

)
be a Hilbert space over field C. If U P U(H), then

}U } = 1.

Definition
Let (X, } ¨ }) be a Banach space, and T P B(X). The spectrum of
T, denoted by σ(T ), is the collection of all λ P C for which the
operator T ´ λId is not invertible. In other words,

σ(T ) =
␣

λ P C
ˇ

ˇ (T ´ λ Id) is not bijective
(

.

A number λ P C is called an eigenvalue of T if T ´ λ Id is not
one-to-one. The collection of all eigenvalues of T is called the point
spectrum of T and is denoted by σp(T ).
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§3.5 Unitary Operators and Unitary Matrices
§3.5.2 Unitary matrices
Definition
A unitary matrix A is the matrix representation of some unitary map
U : H Ñ H, where H is a finite dimensional inner product space
over C, relative to an orthonormal basis of H.

By the definition of unitary maps, the facts that

[TS ]B3,B1 = [T ]B3,B2 [S ]B2,B1 and [L˚]B, rB = [L ]:
rB,B

provide an alternative definition of unitary matrices:
Definition (Alternative Definition of Unitary Matrices)
A square matrix A is said to be unitary if AA: = A:A = I. The
collection of all n ˆ n unitary matrices is denoted by U(n).
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§3.5 Unitary Operators and Unitary Matrices
Corollary
If A P U(n), then A´1 = A: and |det(A)| = 1.

Definition
The special unitary group of degree n, denoted by SU(n), is the
collection of n ˆ n unitary matrices with determinant 1. An element
in SU(n) is called a special unitary matrix.

Definition (Walsh-Hadamard Matrix)
For m P N Y t0u, the Walsh-Hadamard matrix Hm is a 2m ˆ 2m

matrix defined recursively by
1 H0 = 1;

2 Hm =
1

?
2

[
Hm´1 Hm´1

Hm´1 ´Hm´1

]
for all m P N.
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§3.5 Unitary Operators and Unitary Matrices
Remark:

1 We note that Hm is symmetric and orthogonal/unitary for all
m P N (which can be proved by induction).

2 The original definition of the Hadamard matrix (of order 2m),
again denoted by Hm, is a 2m ˆ 2m matrix defined recursively
by

a⃝ H0 = 1; b⃝ Hm =

[
Hm´1 Hm´1

Hm´1 ´Hm´1

]
for all m P N.

However, in quantum computing we usually only consider uni-
tary matrices, so the factor 1/

?
2 is to normalized the original

Hadamard matrices so that the norm of each colum (and also
each row) all become 1. Therefore, the Hadamard matrices
given in the definition last page is sometimes called the nor-
malized Hadamard matrices.
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3 Let the (k, ℓ)-entry of Hm be denoted by hkℓ; that is, Hm =

[hkℓ]1ďk,ℓď2m . Then

hkℓ = 2´ m
2 (´1)(k´1) ‚ (ℓ´1) ,

where the bitwise dot product ‚ of two numbers k and ℓ is
given by

k ‚ ℓ =
m
ÿ

j=1

kjℓj = k1ℓ1 + k2ℓ2 + ¨ ¨ ¨ + kmℓm

if k = (k1k2 ¨ ¨ ¨ km)2 and ℓ = (ℓ1ℓ2 ¨ ¨ ¨ ℓm)2.

In matlab®, the bitwise dot product of x and y can be computed
by

x ‚ y = de2bi(x, n) ˚ de2bi(y, n)1

if both x and y can be expressed as n bits binary numbers.

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.5 Unitary Operators and Unitary Matrices
Exercise: For matrices A = [akℓ] and B = [bkℓ] of the same size
m ˆ n, define the Hadamard product of A and B, denoted by A d B,
as an m ˆ n matrix whose (k, ℓ)-entry is give by akℓbkℓ; that is,

C = A d B , C = [ckℓ] , ckℓ = akℓbkℓ .

In matlab®, the Hadamard product of A and B can be computed
by A d B = A .̊ B. In the following, we will always use .̊ to
denote the Hadamard product.
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§3.5 Unitary Operators and Unitary Matrices
Let Hn be the unnormalized Hadamard matrix whose (k, ℓ)-entry is
given by (´1)(k´1) ‚ (ℓ´1), and rj be the ( j+1)-th row of Hn. Define
φ : t0, 1un Ñ tr0, r1, ¨ ¨ ¨ , r2n´1u by

φ( j1, j2, ¨ ¨ ¨ , jn) = rj if j = ( j1 j2 ¨ ¨ ¨ jn)2 .

Show that φ : (t0, 1un,‘) Ñ
(
tr0, r1, ¨ ¨ ¨ , r2n´1u, .̊

)
is a group

isomorphism, where ‘ is the element-wise addition in Z2; that is,

(x1, ¨ ¨ ¨ , xn) ‘ (y1, ¨ ¨ ¨ , yn) = (x1 ‘ y1, ¨ ¨ ¨ , xn ‘ yn) .

In other words, show that φ : t0, 1un Ñ tr0, r1, ¨ ¨ ¨ , r2n´1u defined
above is a bijection and

φ
(
(k1, ¨ ¨ ¨ , kn) ‘ (ℓ1, ¨ ¨ ¨ , ℓn)

)
= rk .̊ rℓ

for all k = (k1k2 ¨ ¨ ¨ kn)2 and ℓ = (ℓ1ℓ2 ¨ ¨ ¨ ℓn)2.
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§3.6 Tensor Products
Recall that for α0, α1, β0, β1 satisfying |α0|2+|α1|2 = |β0|2+|β1|2 =

1, the quantum states |ψ1y = α0|0y+α1|1y and |ψ2y = β0|0y+β1|1y

are the short-hand notation for the two wave functions

ψ1(x, t) =
"

α0 if x = |0y ,
α1 if x = |1y ,

ψ2(y, t) =
"

β0 if y = |0y ,
β1 if y = |1y ,

If two qubits with probability amplitude ψ1 and ψ2 are manipulated
independently, then the probability amplitude of the combined sys-
tem is ψ(x, y) = ψ1(x)ψ2(y) given by

ψ(x, y) =

$

’

’

&

’

’

%

α0β0 if x = y = |0y ,
α0β1 if x = |0y and y = |1y ,
α1β0 if x = |1y and y = |0y ,
α1β1 if x = y = |1y ,

and the short-hand notation for the wave function above is
|ψy = α0β0|00y + α0β1|01y + α1β0|10y + α1β1|11y .

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.6 Tensor Products
Recall that for α0, α1, β0, β1 satisfying |α0|2+|α1|2 = |β0|2+|β1|2 =

1, the quantum states |ψ1y = α0|0y+α1|1y and |ψ2y = β0|0y+β1|1y

are the short-hand notation for the two wave functions

ψ1(x, t) =
"

α0 if x = |0y ,
α1 if x = |1y ,

ψ2(y, t) =
"

β0 if y = |0y ,
β1 if y = |1y ,

If two qubits with probability amplitude ψ1 and ψ2 are manipulated
independently, then the probability amplitude of the combined sys-
tem is ψ(x, y) = ψ1(x)ψ2(y) given by

ψ(x, y) =

$

’

’

&

’

’

%

α0β0 if x = y = |0y ,
α0β1 if x = |0y and y = |1y ,
α1β0 if x = |1y and y = |0y ,
α1β1 if x = y = |1y ,

and the short-hand notation for the wave function above is
|ψy = α0β0|00y + α0β1|01y + α1β0|10y + α1β1|11y .

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.6 Tensor Products
In this section, we would like design a proper idea of “product” so
that the product of |ψ1y and |ψ2y is |ψy. This product, called the
tensor product and denoted by b, satisfies |ψy = |ψ1y b |ψ2y.

Caution: The definition of the tensor product given in the following
is purely mathematics. You do not need to understand this section
fully in order to learn quantum computing; however, we encourage
you to go through this once for it will explain a lot of things that
normal textbooks for quantum computing will not talk about.

Idea: Recall that we talk about “multi-linearity” of the compu-
tations of the tensor product of quantum states in Chapter 2. To
make sense of the tensor product of vectors, we need to treat these
vectors as “linear functionals” so that we can treat v1 b ¨ ¨ ¨ b vn
as an element in L(V1, ¨ ¨ ¨ ,Vn;F).
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§3.6 Tensor Product of Vector Spaces
§3.6.1 Tensor product
Let V be a vector space over a scalar field F. Then V 1 is also a vector
space over F. This enables us to consider (V 1) 1, the algebraic dual
space of V 1. In general, (V 1) 1 = V is not true, but there is an
injection ι : V Ñ (V 1) 1 in the sense that

ι(v)(f ) ” f (v) @ f P V 1 . (3)

The linear embedding ι : V Ñ (V 1) 1 is a natural vector space iso-
morphism provided, again, dim(V) is finite, the proof being evident
as the embedding is a linear and injective map between spaces with
equal finite dimension.

The embedding (3) permits us to define a vector space V1 b V2 b

¨ ¨ ¨ b Vn called the tensor product of vector spaces V1,V2, ¨ ¨ ¨ ,Vn
with a common field of scalars F.
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§3.6 Tensor Product of Vector Spaces
Before proceeding to the definition of the tensor product of vector
spaces, we first look at the tensor product of vectors.
Definition
Let V1, ¨ ¨ ¨ ,Vn be vector spaces over a common scalar field F, and
vj P Vj be given for 1 ď j ď n. The tensor product v1 b ¨ ¨ ¨ b vn is
a function from V 1

1 ‘ ¨ ¨ ¨ ‘V 1
n to F defined by

(v1 b ¨ ¨ ¨ b vn)(f1,…, fn) =
n
ź

j=1

fj(vj) ” f1(v1) ¨ ¨ ¨ ¨ ¨ fn(vn) .

Warning: The tensor product space V1 b ¨ ¨ ¨ b Vn is NOT the
collection of all vectors of the form v1 b ¨ ¨ ¨ b vn with vj P Vj.
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spaces, we first look at the tensor product of vectors.
Definition
Let V1, ¨ ¨ ¨ ,Vn be vector spaces over a common scalar field F, and
vj P Vj be given for 1 ď j ď n. The tensor product v1 b ¨ ¨ ¨ b vn is
a function from V 1

1 ‘ ¨ ¨ ¨ ‘V 1
n to F defined by

(v1 b ¨ ¨ ¨ b vn)(f1,…, fn) =
n
ź

j=1

fj(vj) ” f1(v1) ¨ ¨ ¨ ¨ ¨ fn(vn) .

Warning: The tensor product space V1 b ¨ ¨ ¨ b Vn is NOT the
collection of all vectors of the form v1 b ¨ ¨ ¨ b vn with vj P Vj.
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§3.6 Tensor Product of Vector Spaces
Proposition
Let U,V,W be vector spaces over a common scalar field F, and
u P U, v P V and w P W. Then

u b v b w = (u b v) b w = u b (v b w) .

Proof.
Let f P U 1, g P V 1 and h P W 1. Then
(u b v b w)(f, g, h)
= f (u) ¨ g(v) ¨ h(w) =

[
f (u) ¨ g(v)

]
¨ h(w) = (u b v)(f, g) ¨ h(w)

=
[
(u b v) b w

](
(f, g), h

)
=
[
(u b v) b w

]
(f, g, h)

so that ubvbw = (ubv)bw. The identity ubvbw = ub(vbw)

can be proved in the similar fashion. ˝
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§3.6 Tensor Product of Vector Spaces
Proposition
Let V1, ¨ ¨ ¨ , Vn be vector spaces over a common scalar field F. For
1 ď j ď n, let vℓ P Vℓ for ℓ ‰ j, uj,wj P Vj, and c P F. Then

v1 b ¨ ¨ ¨ bvj´1 b (cuj + wj)bvj+1 b ¨ ¨ ¨ bvn

= c (v1 b ¨ ¨ ¨ bvj´1 buj bvj+1 b ¨ ¨ ¨ bvn)

+ (v1 b ¨ ¨ ¨ bvj´1 bwj bvj+1 b ¨ ¨ ¨ bvn) .

Proof.
Let fℓ P V 1

ℓ for 1 ď ℓ ď n be given. Then(
v1 b ¨ ¨ ¨ bvj´1 b (cuj + wj)bvj+1 b ¨ ¨ ¨ bvn

)
(f1, ¨ ¨ ¨ , fn)

= f1(v1) ¨ ¨ ¨ fj´1(vj´1) ¨ fj(cuj + wj) ¨ fj+1(vj) ¨ ¨ ¨ fn(vn)

= c f1(v1) ¨ ¨ ¨ fj´1(vj´1) ¨ fj(uj) ¨ fj+1(vj) ¨ ¨ ¨ fn(vn)

+f1(v1) ¨ ¨ ¨ fj´1(vj´1) ¨ fj(wj) ¨ fj+1(vj) ¨ ¨ ¨ fn(vn)

which establishes the proposition. ˝
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§3.6 Tensor Product of Vector Spaces
Proposition
Let V1, ¨ ¨ ¨ ,Vn be vector spaces over a common scalar field F, and
vj P Vj be given for 1 ď j ď n. Then v1b¨ ¨ ¨bvn P L(V 1

1 , ¨ ¨ ¨ ,V 1
n;F).

Proof.
Let 1 ď j ď n, fℓ P V 1

ℓ for ℓ ‰ j, gj, hj P V 1
j and c P F. Then

(v1 b ¨ ¨ ¨ b vn)(f1, ¨ ¨ ¨ , fj´1, cgj + hj, fj+1, ¨ ¨ ¨ , fn)
= f1(v1) ¨ ¨ ¨ fj´1(vj´1) ¨

[
cgj(vj) + hj(vj)

]
¨ fj+1(vj+1) ¨ ¨ ¨ fn(vn)

= c f1(v1) ¨ ¨ ¨ fj´1(vj´1) ¨ gj(vj) ¨ fj+1(vj+1) ¨ ¨ ¨ fn(vn)

+ f1(v1) ¨ ¨ ¨ fj´1(vj´1) ¨ hj(vj) ¨ fj+1(vj+1) ¨ ¨ ¨ fn(vn)

= c (v1 b ¨ ¨ ¨ b vn)(f1, ¨ ¨ ¨ , fj´1, gj, fj+1, ¨ ¨ ¨ , fn)
+(v1 b ¨ ¨ ¨ b vn)(f1, ¨ ¨ ¨ , fj´1, hj, fj+1, ¨ ¨ ¨ , fn)

which shows that v1 b ¨ ¨ ¨ b vn satisfies the multi-linearity. ˝
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§3.6 Tensor Product of Vector Spaces
The fact that L(V 1

1 , ¨ ¨ ¨ ,V 1
n;F) is a vector space over F motivates

the definition of the tensor product of vector spaces.
Definition
Let V1, ¨ ¨ ¨ , Vn be vector spaces over a common scalar field
F. The tensor product space V1 b ¨ ¨ ¨ b Vn is the subspace of
L(V 1

1 , ¨ ¨ ¨ ,V 1
n;F) spanned by all finite linear combinations of ten-

sor products v1 b ¨ ¨ ¨ b vn, where vj P Vj for 1 ď j ď n and
v1 b ¨ ¨ ¨ b vn P L(V 1

1 , ¨ ¨ ¨ ,V 1
n;F) is given by

v1 b ¨ ¨ ¨ b vn : (f1,…, fn) ÞÑ

n
ź

j=1

fj(vj) ” f1(v1) ¨ ¨ ¨ ¨ ¨ fn(vn) .
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§3.6 Tensor Product of Vector Spaces
Proposition
Let U,V,W be vector spaces over a common scalar field F. Then

U b V b W = (U b V) b W = U b (V b W) .

Proof.
The proposition follows from the previous proposition that

ubvbw = (ubv)bw = ub (vbw) @ u P U, v P V,w P W

and the definition of tensor product spaces. ˝

Proposition
Let V1, ¨ ¨ ¨ ,Vn be finite-dimensional vector spaces over a common
scalar field F. Then V1 b ¨ ¨ ¨ b Vn is finite-dimensional and

dim
(
V1 b ¨ ¨ ¨ b Vn) =

n
ź

j=1

dim(Vj) = dim(V1) ¨ ¨ ¨ ¨ ¨ dim(Vn) .
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§3.6 Tensor Product of Vector Spaces
Proof.
By previous proposition it suffices to show the case n = 2.
Let te1, e2, ¨ ¨ ¨ , enu and tre1,re2, ¨ ¨ ¨ ,remu be basis of V1 and V2,
respectively. For x P V1 and y P V2, write x =

n
ř

k=1

xkek and y =
m
ř

ℓ=1

yℓreℓ. Then

x b y =
( n
ÿ

k=1

xkek
)

b

( m
ÿ

ℓ=1

yℓreℓ
)
=

n
ÿ

k=1

m
ÿ

ℓ=1

xkyℓ(ek b reℓ) .

Since vectors in V1 b V2 can be expressed as a linear combination
of vectors of the form x b y, we find that every vectors in V1 b V2

can be expressed as a linear combination of vectors from the set
B ”

␣

ek b reℓ
ˇ

ˇ 1 ď k ď n, 1 ď ℓ ď m
(

. Since #B = nm, it suffices
to show that B is a linearly independent set. ˝
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§3.6 Tensor Product of Vector Spaces
Proof (cont.)
Let

␣

ckℓu1ďkďn,1ďℓďm be a collection of scalars in F such that
n
ÿ

k=1

m
ÿ

ℓ=1

ckℓ ek b reℓ = 0 (the zero vector in V1 b V2).

Let fi P V 1
1 and gj P V 1

2 satisfy

fi(ek) = δik and gj(reℓ) = δjℓ ,

where δ¨¨ are the Kronecker delta. Then for each 1 ď i ď n and
1 ď j ď m,

0 =
( n
ÿ

k=1

m
ÿ

ℓ=1

ckℓek b reℓ
)
(fi, gj) =

n
ÿ

k=1

m
ÿ

ℓ=1

ckℓδikδjℓ = cij .

This implies that B is a linearly independent set; thus dim(V1bV2) =

#B = nm. ˝
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§3.6 Tensor Product of Vector Spaces
Next we consider the (matrix/coordinate) representation of tensor
product of vectors. We start with the following
Example
Let U and V be vector spaces over a common scalar field F, and
BU = tu1,u2,u3u and BV = tv1, v2u be basis of U and V. For x P U
and y P V, there exist unique x1, x2, x3, y1, y2 P F such that

x = x1u1 + x2u2 + x3u3 and y = y1v1 + y2v2, .
By the properties of tensor product of vectors,

x b y =
3
ÿ

i=1

2
ÿ

j=1

xiyj(ui b vj)

so that the coordinate of x b y w.r.t. the ordered basis B = tu1 b

v1,u1 b v2,u2 b v1,u2 b v2,u3 b v1,u3 b v2
(

of U b V is given by
(x1y1, x1y2, x2y1, x2y2, x3y1, x3y2).
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§3.6 Tensor Product of Vector Spaces
Example (cont.)
Writing the coordinate in terms of a column vector, we have

[x b y ]B=


x1y1
x1y2
x2y1
x2y2
x3y1
x3y2

=


x1
[
y1
y2

]
x2
[
y1
y2

]
x3
[
y1
y2

]


”

x1
x2
x3

b

[
y1
y2

]
= [x]BU b [y ]BV .

The ordered basis B is called the induced basis of the ordered basis
BU and BV.

Remark: For given basis of vector spaces, there are two induced
basis, one for direct sum of spaces and one for tensor product of
spaces. We will abuse the use of the word “induced” but keep in
mind that it refers to one particular type.
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basis, one for direct sum of spaces and one for tensor product of
spaces. We will abuse the use of the word “induced” but keep in
mind that it refers to one particular type.
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§3.6 Tensor Product of Vector Spaces
The example above motivates the formal/computational definition
of the tensor product of vectors in Cm and Cn as follows. Let
x = [x1, ¨ ¨ ¨ , xm]T P Cm and y = [y1, ¨ ¨ ¨ , yn]T P Cn. The “tensor
product” of x and y, denoted by [x b y], is a vector in Cmn given by

[x b y] =



x1y1
...

x1yn
...

xmy1
...

xmyn


=



x1

y1
...

yn


...

xm

y1
...

yn




”

x1
...

xm

b

y1
...

yn

 = [x] b [y].

In fact, [x b y] P Cmn is indeed the coordinate of x b y w.r.t. the
induced ordered basis te1 b re1, e1 b re2, ¨ ¨ ¨ , e1 b ren, e2 b re1, e2 b

re2, ¨ ¨ ¨ , e2 b ren, ¨ ¨ ¨ , em b re1, em b re2, ¨ ¨ ¨ , em b renu of Cm b Cn.
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Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
Suppose that X,Y,Z,W are vector spaces over a common scalar
field F. Then L(X,Z ) and L(Y,W ) are also vector spaces so that
L(X,Z ) b L(Y,W ) is a well-defined concept. In the following, we
talk about an alternative definition of A b B if A P L(X,Z ) and
B P L(Y,W ).
Definition
Let X,Y,Z,W be vector spaces over a common scalar field F, and
A P L(X,Z ), B P L(Y,W ). The tensor product of A and B, denoted
by A b B, is an element in L(X b Y,Z b W ) satisfying

(A b B)(x b y) = (Ax) b (By) @ x P X and y P Y .

Remark: To avoid confusion, instead of treating AbB as the tensor
product of A and B one can also treat A b B as a “new operation”
between A and B (but with the same notation).
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§3.6 Tensor Product of Vector Spaces
Proposition
Let A,B,C be linear maps on vector spaces X,Y,Z (over a common
scalar field F). Then (A b B) b C = A b (B b C).

‚ Matrix representation of tensor product of linear maps
Suppose that X,Y,Z,W are finite dimensional vector spaces over a
common scalar field F, and tx1, ¨ ¨ ¨ , xnu, ty1, ¨ ¨ ¨ , yℓu, tz1, ¨ ¨ ¨ , zmu

and tw1, ¨ ¨ ¨ ,wku are basis of X,Y,Z,W, respectively. Let A P

L(X,Z ), B P L(Y,W ), and the matrix representations of A and B
be [A] = [aij]1ďiďm,1ďjďn and [B ] = [bij]1ďiďk,1ďjďℓ, respectively, so
that

A(c1x1 + ¨ ¨ ¨ + cnxn) =
m
ÿ

i=1

( n
ÿ

r=1

aircr
)

zi

and
B(d1y1 + ¨ ¨ ¨ + dℓyℓ) =

k
ÿ

j=1

( ℓ
ÿ

s=1

bjsds
)

wj .
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§3.6 Tensor Product of Vector Spaces
Then

(A b B)
(
(c1x1 + ¨ ¨ ¨ + cnxn) b (d1y1 + ¨ ¨ ¨ + dℓyℓ)

)
”
[
A(c1x1 + ¨ ¨ ¨ + cnxn)

]
b
[
B(d1y1 + ¨ ¨ ¨ + dℓyℓ)

]
=
[ m
ÿ

i=1

( n
ÿ

r=1

aircr
)

zi
]

b

[ k
ÿ

j=1

( ℓ
ÿ

s=1

bjsds
)

wj
]

=
m
ÿ

i=1

k
ÿ

j=1

( n
ÿ

r=1

ℓ
ÿ

s=1

airbjscrds
)

zi b wj .

Since the induced ordered basis of X b Y and Z b W are given
respectively by

BXbY =
␣

x1 b y1, ¨ ¨ ¨ , x1 b yℓ, x2 b y1, ¨ ¨ ¨ , x2 b yℓ, ¨ ¨ ¨ ,

xn b y1, ¨ ¨ ¨ , xn b yℓ
(

,

BZbW =
␣

z1 b w1, ¨ ¨ ¨ , z1 b wk, z2 b w1, ¨ ¨ ¨ , z2 b wk, ¨ ¨ ¨ ,

zm b w1, ¨ ¨ ¨ , zm b wk
(

,
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Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
the matrix representation of A b B satisfies

[A b B ]



c1d1...
c1dℓ
c2d1...
c2dℓ...
cnd1...
cndℓ


nℓˆ1

=



řn
r=1

řℓ
s=1 a1rb1scrds

...
řn

r=1

řℓ
s=1 a1rbkscrds

řn
r=1

řℓ
s=1 a2rb1scrds

...
řn

r=1

řℓ
s=1 a2rbkscrds

...
řn

r=1

řℓ
s=1 amrb1scrds

...
řn

r=1

řℓ
s=1 amrbkscrds


mkˆ1

for all c1, ¨ ¨ ¨ , cn and d1, ¨ ¨ ¨ , dℓ in F.
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§3.6 Tensor Product of Vector Spaces
Let c1 = dj = 1, where 1 ď j ď ℓ, and cr = ds = 0 for other r, s, we
find that the j-th column of [A b B ] is given by

[A b B ](:, j) =



a11b1j
...

a11bkj
a21b1j

...
a21bkj

...
am1b1j

...
am1bkj



=



a11

b1j
...

bkj


a21

b1j
...

bkj


...

am1

b1j
...

bkj





=

a11
...

am1

b

b1j
...

bkj


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§3.6 Tensor Product of Vector Spaces
so that the first ℓ columns of [A b B ] are given by

[A b B ](:, 1 : ℓ) =


a11[B ]

a21[B ]
...

am1[B ]

 ”

a11
...

am1

b [B ].
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§3.6 Tensor Product of Vector Spaces
Let c2 = dj = 1, where 1 ď j ď ℓ, and cr = ds = 0 for other r, s, we
find that the (ℓ+ j)-th column of [A b B ] is given by

[A b B ](:, ℓ+ j) =



a12b1j
...

a12bkj
a22b1j

...
a22bkj

...
am2b1j

...
am2bkj



=



a12

b1j
...

bkj


a22

b1j
...

bkj


...

am2

b1j
...

bkj





=

a12
...

am2

b

b1j
...

bkj


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§3.6 Tensor Product of Vector Spaces
so that the (ℓ+ 1)-th to 2ℓ-th columns of [A b B ] are given by

[A b B ](:, ℓ+ 1 : 2ℓ) =


a12[B ]

a22[B ]
...

am2[B ]

 ”

a12
...

am2

b [B ].

In general, we can find that the (p ´ 1)ℓ + j column of [A b B] by
letting cp = dj = 1 and cr = ds = 0 for other r, s and obtain that
the matrix representation of A b B is then given by

[A b B ] =


a11[B ] a12[B ] ¨ ¨ ¨ a1n[B ]
a21[B ] a22[B ] ¨ ¨ ¨ a2n[B ]

... ... . . . ...
am1[B ] am2[B ] ¨ ¨ ¨ amn[B ]

 ” [A] b [B ] .
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a21[B ] a22[B ] ¨ ¨ ¨ a2n[B ]

... ... . . . ...
am1[B ] am2[B ] ¨ ¨ ¨ amn[B ]

 ” [A] b [B ] .
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§3.6 Tensor Product of Vector Spaces
Definition
Let A P M(m, n) and B P M(k, ℓ) The tensor product of A and B,
denoted by A b B, is an (mk) ˆ (nℓ) matrix given by

A b B =


a11B a12B ¨ ¨ ¨ a1nB
a21B a22B ¨ ¨ ¨ a2nB

... ... . . . ...
am1B am2B ¨ ¨ ¨ amnB

 .

Remark: In matlab®, the tensor product A b B of two matrices A
and B is given by

A b B = kron(A,B) .
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§3.6 Tensor Product of Vector Spaces
‚ Tensor product of Hilbert spaces
Consider a finite number of (complex) Hilbert spaces H1, ¨ ¨ ¨ ,Hn
with respective Hermitian scalar products x¨, ¨y1, ¨ ¨ ¨ , x¨, ¨yn. Relying
upon the above definition, we can first define their algebraic tensor
product H1 b ¨ ¨ ¨ b Hn. This is not a Hilbert space yet. However
it is possible (not so easy) to prove that H1 b ¨ ¨ ¨ b Hn admits an
Hermitian scalar product induced by the ones of each Hj. This scalar
product x¨, ¨y is the unique right-linear and left-antilinear extension
of

xu1 b ¨ ¨ ¨ b un, v1 b ¨ ¨ ¨ b vny ”
n
ź

j=1

xuj, vjyj if uj, vj P Hj. (4)

The (anti)linear extension is necessary because v1 b ¨ ¨ ¨ b vn is not
the generic element of H1 b ¨ ¨ ¨ bHn, the generic element is a finite
linear combination of these elements!
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§3.6 Tensor Product of Vector Spaces
Definition
The Hilbertian tensor product of (complex) Hilbert spaces
(H1, x¨, ¨y1), ¨ ¨ ¨ , (Hn, x¨, ¨yn) is the (complex) Hilbert space H1 b

¨ ¨ ¨ b Hn given as the completion of the algebraic tensor product
H1 b ¨ ¨ ¨ b Hn with respect to the Hermitian scalar product x¨, ¨y

which uniquely (anti)linearly extends

xu1 b ¨ ¨ ¨ b un, v1 b ¨ ¨ ¨ b vny ”
n
ź

j=1

xuj, vjyj if uj, vj P Hj. (4)

Remark: The Hilbert spaces Hj in quantum computing are C2 for
all 1 ď j ď n, so the tensor product spaces H1 b ¨ ¨ ¨ b Hn along
with the norm induced by the inner product defined by (4) is again
a Hilbert space.
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§3.6 Tensor Product of Vector Spaces
§3.6.2 Correspondence b/w tensor product & quantum circuits
The tensor product of quantum gates represents a unitary trans-
formation when these quantum gates are applied in parallel (at the
same time), while the ordinary product of quantum gates represents
a unitary transformation when these quantum gates are applied se-
quentially. Using the matrix representation of quantum gates, there
is a way to understand the overall effect of all quantum gates applied
in a system. For example, the overall unitary transformation given
by the quantum circuit

H

Z

is (I2 b Z)CNOT(H b I2).
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§3.6 Tensor Product of Vector Spaces
Using the matrix representation

[H b I2] =
1

?
2

[
1 1
1 ´1

]
b I2 =

1
?
2

[
I2 I2
I2 ´I2

]

=


1?
2

0 1?
2

0

0 1?
2

0 1?
2

1?
2

0 ´ 1?
2

0

0 1?
2

0 ´ 1?
2

 ,

[I2 b Z] =
[
1 0
0 1

]
b Z =

[
Z 0
0 Z

]
=


1 0 0 0
0 ´1 0 0
0 0 1 0
0 0 0 ´1


as well as the matrix representation of CNOT, we find that
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§3.6 Tensor Product of Vector Spaces
the matrix representation of the overall unitary transformation given
by the quantum circuit can be computed by
1 0 0 0
0 ´1 0 0
0 0 1 0
0 0 0 ´1



1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



1/

?
2 0 1/

?
2 0

0 1/
?
2 0 1/

?
2

1/
?
2 0 ´1/

?
2 0

0 1/
?
2 0 ´1/

?
2



=


1 0 0 0
0 ´1 0 0
0 0 1 0
0 0 0 ´1



1/

?
2 0 1/

?
2 0

0 1/
?
2 0 1/

?
2

0 1/
?
2 0 ´1/

?
2

1/
?
2 0 ´1/

?
2 0



=


1/

?
2 0 1/

?
2 0

0 ´1/
?
2 0 ´1/

?
2

0 1/
?
2 0 ´1/

?
2

´1/
?
2 0 1/

?
2 0

 .
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§3.6 Tensor Product of Vector Spaces
This matrix representation of the overall unitary transform immedi-
ately tells us how to produce the EPR pair 1

?
2

(
|00y+ |11y

)
: simply

apply this circuit to the state |10y since [|10y] =
[
0 0 1 0

]T and
1/

?
2 0 1/

?
2 0

0 ´1/
?
2 0 ´1/

?
2

0 1/
?
2 0 ´1/

?
2

´1/
?
2 0 1/

?
2 0




0
0
1
0

 =


1/

?
2

0
0

1/
?
2


which corresponds to the EPR pair. Therefore,

|1y H

|0y Z
= the EPR pair

Figure 1: A way to construct the EPR pair
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§3.6 Tensor Product of Vector Spaces
§3.6.3 More examples
In the following examples, for an n-qubit system we always use the
ordered basis Bn ”

␣

|0y, |1y, |2y, ¨ ¨ ¨ , |2n ´ 1y
(

, where, by writting
k in terms of binary number (k1k2 ¨ ¨ ¨ kn)2; that is,

k = 2n´1k1 + 2n´2k2 + ¨ ¨ ¨ + 21kn´1 + 20kn ,

the k-th basis vector in Bn is |k ´ 1y.
Example (Matrix representation of swap operation)
In an n-qubit system, we use SWAPi, j (here we assume i ă j since
SWAPi, j ” SWAPj,i if i ą j ) to denote the swap operator that swaps
the value of the i-th and the j-th qubit; that is

SWAPi, j|x1y b ¨ ¨ ¨ b |xny

= |x1y b ¨ ¨ ¨ b |xi´1y b |xjy b |xi+1y b ¨ ¨ ¨ ¨ ¨ ¨

¨ ¨ ¨ ¨ ¨ ¨ b |xj´1y b |xiy b |xj+1y b ¨ ¨ ¨ b |xny .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
We note that SWAPi, j is perfectly defined operator as long as i ‰ j
and i, j ď n. On the other hand, the matrix representation for
SWAPi, j is a 2n ˆ 2n matrix which essentially depends on the num-
ber of qubits in a qubit system that SWAP gate acts on. There-
fore, to denote the matrix representation of SWAPi, j one should use
something like [SWAPi, j]n to indicate the number n of qubits in the
system. In the following, for simplicity instead of

[
SWAPi, j

]
n we

still use SWAPi, j to denote the matrix representation of SWAPi, j

without explicitly indicating (but knowing) the number n of qubits
in the system under consideration.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
We first consider the swap operator on a 2-qubit system, denoted
by SWAP and defined by

SWAP|xy b |yy = |yy b |xy .

Write |xy = α0|0y + α1|1y and |yy = β0|0y + β1|1y. Then
|xy b |yy =

(
α0|0y + α1|1y

)
b
(
β0|0y + β1|1y

)
= α0β0|0y b |0y + α0β1|0y b |1y + α1β0|1y b |0y + α1β1|1y b |1y

= α0β0|0y + α0β1|1y + α1β0|2y + α1β1|3y

and
|yy b |xy =

(
β0|0y + β1|1y

)
b
(
α0|0y + α1|1y

)
= α0β0|0y b |0y + α1β0|0y b |1y + α0β1|1y b |0y + α1β1|1y b |1y

= α0β0|0y + α1β0|1y + α1β0|2y + α1β1|3y
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§3.6 Tensor Product of Vector Spaces
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
so that

SWAP


α0β0
α0β1
α1β0
α1β1

 =


α0β0

α1β0

α0β1

α1β1

 @ |α0|2 + |α1|2 = |β0|2 + |β1|2 = 1.

Therefore, the matrix representation of SWAP (relative to the or-
dered basis B2) is a 4 ˆ 4 matrix given by

SWAP =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .
The quantum circuit symbol for SWAP is
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§3.6 Tensor Product of Vector Spaces
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
Similarly, on a 3-qubit system, there are three swap operators:

SWAP1,2|xy b |yy b |zy = |yy b |xy b |zy ,

SWAP2,3|xy b |yy b |zy = |xy b |zy b |yy ,

SWAP1,3|xy b |yy b |zy = |zy b |yy b |xy .

Note that

SWAP1,2 = SWAP b I2 and SWAP2,3 = I2 b SWAP

whose validity can be verifies by the quantum circuits:

|x1y

|x2y

|x3y

=
|x1y

|x2y

|x3y

|x1y

|x2y

|x3y

=

|x0y

|x1y

|x2y
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
By the result of tensor product of linear maps, the matrix represen-
tations of SWAP1,2 and SWAP2,3 (relative to the ordered basis B3)
can be computed by the two identities

SWAP1,2 = SWAP b I2 =


I2

I2
I2

I2

 =



1
1

1
1

1
1

1
1


and

SWAP2,3 = I2 b SWAP =

[
SWAP

SWAP

]
=



1
1

1
1

1
1

1
1


.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
To compute the matrix representation of SWAP1,3, writing |xy =

α0|0y + α1|1y, |yy = β0|0y + β1|1y and |zy = γ0|0y + γ1|1y we find
that

SWAP1,3|xy b |yy b |zy = |zy b |yy b |xy

= α0β0γ0|0y + α1β0γ0|1y + α0β1γ0|2y + α1β1γ0|3y

+α0β0γ1|4y + α1β0γ1|5y + α0β1γ1|6y + α1β1γ1|7y

so that

SWAP1,3



α0β0γ0
α0β0γ1
α0β1γ0
α0β1γ1
α1β0γ0
α1β0γ1
α1β1γ0
α1β1γ1


=



α0β0γ0
α1β0γ0
α0β1γ0
α1β1γ0
α0β0γ1
α1β0γ1
α0β1γ1
α1β1γ1


.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
Therefore, the matrix representation of SWAP1,3 (relative to the
ordered basis B3) is given by

SWAP1,3 =



1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1


.

SWAP1,3 can also be computed using the identities
SWAP1,3 = SWAP1,2 ¨ SWAP2,3 ¨ SWAP1,2 .

|x1y

|x2y

|x3y

=
|x1y

|x2y

|x3y
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of swap operation (cont.))
Therefore, the matrix representation of SWAP1,3 (relative to the
ordered basis B3) is given by

SWAP1,3 =



1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1


.

SWAP1,3 can also be computed using the identities
SWAP1,3 = SWAP1,2 ¨ SWAP2,3 ¨ SWAP1,2 .

|x1y

|x2y

|x3y

=
|x1y

|x2y

|x3y

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOT)
The controlled-not gate is a 2-qubit gate defined by

CNOT : |xy b |yy ÞÑ

#

|xy b |yy if |xy = |0y ,

|xy b (X|yy) if |xy = |1y ,

where X is the NOT gate. Write |xy = α0|0y + α1|1y and |yy =

β0|0y + β1|1y. Then CNOT maps(
α0|0y + α1|1y

)
b
(
β0|0y + β1|1y

)
= α0β0|0y b |0y + α0β1|0y b |1y + α1β0|1y b |0y + α1β1|1y b |1y

to

α0|0y b |yy + α1|1y b (|1y ‘ |yy)

= α0|0y b
(
β0|0y + β1|1y

)
+ α1|1y b

(
β0|1y + β1|0y

)
= α0β0|0y b |0y + α0β1|0y b |1y + α1β0|1y b |1y + α1β1|1y b |0y
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOT)
The controlled-not gate is a 2-qubit gate defined by

CNOT : |xy b |yy ÞÑ

#

|xy b |yy if |xy = |0y ,

|xy b (X|yy) if |xy = |1y ,

where X is the NOT gate. Write |xy = α0|0y + α1|1y and |yy =

β0|0y + β1|1y. Then CNOT maps(
α0|0y + α1|1y

)
b
(
β0|0y + β1|1y

)
= α0β0 |0y + α0β1 |1y + α1β0 |2y + α1β1 |3y

to

α0|0y b |yy + α1|1y b (|1y ‘ |yy)

= α0|0y b
(
β0|0y + β1|1y

)
+ α1|1y b

(
β0|1y + β1|0y

)
= α0β0 |0y + α0β1 |1y + α1β0 |3y + α1β1 |2y
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOT (cont.))
so that

CNOT :


α0β0
α0β1
α1β0
α1β1

 ÞÑ


α0β0
α0β1
α1β1
α1β0


for all (α0, β0), (α1, β1) on the Bloch sphere. Therefore, the matrix
representation (relative to the ordered basis B2) is a 4 ˆ 4 matrix
given by

CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .
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§3.6 Tensor Product of Vector Spaces
Example (The TOFFOLI gate)
The TOFFOLI gate, also called the controlled-controlled-not gate, is
a 3-qubit gate defined by

CCNOT : |xy b |yy b |zy ÞÑ

#

|xy b |yy b (X|zy) if |xy = |yy = |1y ,

|xy b |yy b |zy otherwise ,

where X is the NOT gate. The matrix representation of the TOFFOLI
gate is a 8 ˆ 8 matrix given by

CCNOT =



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


.
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§3.6 Tensor Product of Vector Spaces
The quantum circuit symbols for CNOT and CCNOT:

control qubit

target qubit
CNOT:

1st control qubit

2nd control qubit

target qubit

CCNOT:

We always use ‚ to denote a control qubit that activates the op-
eration on the target qubit when the value is 1. Another kind of
control qubit that activates the operation on the target qubit when
the value is 0 is denoted by the symbol ˝.
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§3.6 Tensor Product of Vector Spaces
For example, the 2-qubit quantum gate

|xy b |yy ÞÑ

#

|xy b |yy if |xy = |1y ,

|xy b (X|yy) if |xy = |0y ,

is symbolized by
control qubit

target qubit

and the 3-qubit quantum gate

|xy b |yy b |zy ÞÑ

#

|xy b |yy b (X|zy) if |xy = |0y and |yy = |1y ,

|xy b |yy b |zy otherwise ,

will be symbolized by
1st control qubit

2nd control qubit

target qubit
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n)
In an n-qubit system, we use CNOTi, j to denote the contorlled-not
gate whose controlled qubit is the i-th qubit while the target qubit
is the j-th qubit; that is,
CNOTi, j

(
|x1y b |x2y b ¨ ¨ ¨ b |xny

)
=

#

|x1y b ¨ ¨ ¨ b |xj´1y b (X|xjy)b |xj+1y b ¨ ¨ ¨ b |xny if |xiy = |1y,

|x1y b ¨ ¨ ¨ b |xny if |xiy = |0y,

where X is the NOT gate. We note that CNOTi, j is perfectly de-
fined operator as long as i ‰ j and i, j ď n. On the other hand,
the matrix representation for CNOTi, j is a 2n ˆ 2n matrix which
essentially depends on the number of qubits that CNOT gate acts
on. When talking about the matrix representation of CNOTi, j, we
always assume that it is a 2k ˆ 2k matrix, where k = maxti, ju.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n (cont.))
We first consider CNOTi,n on an n-qubit system, where 1 ď i ă n.
The keys for computing the matrix representation of CNOTi,n are
the two identities

CNOTi,n = I2 b CNOTi´1,n´1

= blkdiag(CNOTi´1,n´1,CNOTi´1,n´1) ,

CNOT1,n = SWAP1,2 ¨ CNOT2,n ¨ SWAP1,2 .

The validity of the identities can be verified via the quantum circuits:
|x1y

...
|xiy

...
|xny

=

|x0y

...
|xi´1y

...
|xn´1y

|x1y

|x2y

...
|xny

=

|x1y

|x2y

...
|xny
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n (cont.))
We first show that for all n P N,

CNOT1,n+1 = blkdiag
(

I2, I2, ¨ ¨ ¨ , I2
l jh n

2n´1 copies of I2

, X,X, ¨ ¨ ¨ ,X
l jh n

2n´1 copies of X

)
)
. (5)

To see (5), we note that CNOT1,2 = CNOT = blkdiag(I2,X), and

CNOT1,3 = SWAP1,2 ¨ CNOT2,3 ¨ SWAP1,2

= (SWAP b I2) ¨ (I2 b CNOT) ¨ (SWAP b I2)

=


I2

I2
I2

I2




I2
X

I2
X




I2
I2

I2
I2


= blkdiag(I2, I2,X,X) .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n (cont.))
Suppose that (5) holds for the case n = m. If n = m+1, by writing

X2m = blkdiag( X,X, ¨ ¨ ¨ ,X
l jh n

2m´1 copies of X

)

so that CNOT1,m+1 = blkdiag
(
I2m ,X2m

)
, we have

CNOT1,n+1 = SWAP1,2 ¨ CNOT2,n+1 ¨ SWAP1,2

= (SWAP b I2m) ¨ (I2 b CNOT1,m+1) ¨ (SWAP b I2m)

=


I2m

I2m

I2m

I2m




I2m

X2m

I2m

X2m




I2m

I2m

I2m

I2m


= blkdiag(I2m , I2m ,X2m ,X2m) = blkdiag(I2m+1 ,X2m+1) .

Therefore, (5) is established by induction.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n (cont.))
Having established that

CNOT1,n+1 = blkdiag
(

I2, I2, ¨ ¨ ¨ , I2
l jh n

2n´1 copies of I2

, X,X, ¨ ¨ ¨ ,X
l jh n

2n´1 copies of X

)
)
,

CNOTi,n+1 = blkdiag(CNOTi´1,n,CNOTi´1,n) ,

we have
CNOT1,3 = blkdiag(I2, I2,X,X) ,

CNOT2,3 = blkdiag(I2,X, I2,X) .

The identities above further imply that
CNOT1,4 = blkdiag(I2, I2, I2, I2,X,X,X,X) ,

CNOT2,4 = blkdiag(I2, I2,X,X, I2, I2,X,X) ,

CNOT3,4 = blkdiag(I2,X, I2,X, I2,X, I2,X) ,

and
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n (cont.))
Having established that
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of CNOTi,n (cont.))
CNOT1,5 = blkdiag(I2, I2, I2, I2, I2, I2, I2, I2,X,X,X,X,X,X,X,X),

CNOT2,5 = blkdiag(CNOT1,4,CNOT1,4)

= blkdiag(I2, I2, I2, I2,X,X,X,X, I2, I2, I2, I2,X,X,X,X),

CNOT3,5 = blkdiag(CNOT2,4,CNOT2,4)

= blkdiag(I2, I2,X,X, I2, I2,X,X, I2, I2,X,X, I2, I2,X,X),

CNOT4,5 = blkdiag(CNOT3,4,CNOT3,4)

= blkdiag(I2,X, I2,X, I2,X, I2,X, I2,X, I2,X, I2,X, I2,X).

In general, by defining IXk = blkdiag
(

I2, ¨ ¨ ¨ , I2
l jh n

2k copies of I2

, X, ¨ ¨ ¨ ,X
l jh n

2k copies of X

)
,

CNOTi,n = blkdiag
(

IXn´i´1, ¨ ¨ ¨ , IXn´i´1
l jh n

2i´1 copies of IXn´i´1

)
.
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§3.6 Tensor Product of Vector Spaces
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§3.6 Tensor Product of Vector Spaces
Remark: For n ě 1, let

[
σi1, σi2, ¨ ¨ ¨ , σi2n

]
be the (2n´i+1)-th row

of the matrix Hn, where Hn is the unnormalized Walsh-Hadamard
matrix, then

CNOTi,n+1 = blkdiag
(
X(1´σi1)/2,X(1´σi2)/2, ¨ ¨ ¨ ,X(1´σi2n )/2) ,

where X0 ” I2. In other words, with f denoting the matrix-valued
function f (1) = I2 and f (´1) = X,

CNOTi,n+1 = blkdiag
(
f (σi 1), f (σi 2), ¨ ¨ ¨ , f (σi2n)

)
.

The row vector
[
σi1, σi2, ¨ ¨ ¨ , σi2n

]
defined above is called the sym-

bol of CNOTi,n+1 in this note.
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Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
Definition
An n-qubit quantum gate is called a multi-controlled gate if there
exists some qubits, called control qubits, such that each value of the
control qubits corresponds to a quantum gate acting on the rest of
qubits, the target qubits.

In other words, rather than just applying a gate when all control
bits are zero or one, a multi-controlled gate applies operation to the
target qubits can be different for each of the 2m possible classical
values of the control qubits.
Remark: The CCNOT gate can be viewed as a multi-controlled gate
since it applies identity gate to the target qubit when the control
qubits are |00y, |01y and |10y.
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Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
In the following examples, we consider the matrix representation of
some special multi-controlled gates.
Example (Multi-controlled gates)
Consider a multi-controlled gate given by

L(|xy b |yy) =

#

|xy b U |yy if |xy = |0y ,

|xy b V |yy if |xy = |1y .

where the control qubit |xy is a 1-qubit state, the target qubit |yy is
an n-qubit state, and U, V are both n-qubit gates.

Write |xy = α0|0y + α1|1y, |yy = β0|0y + ¨ ¨ ¨ + β2n´1|2n ´ 1y, and
|ψy = |xy b |yy. Then

L|ψy = α0|0y b
[
U
(
β0|0y + ¨ ¨ ¨ + β2n´1|2n ´ 1y

)]
+α1|1y b

[
V
(
β0|0y + ¨ ¨ ¨ + β2n´1|2n ´ 1y

)]
.
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§3.6 Tensor Product of Vector Spaces
Example (Multi-controlled gates (cont.))
Note that the matrix representation of |ψy is given by

[ψ] =
[
α0

α1

]
b


β0

β1

...
β2n´1

 =



α0

 β0

...
β2n´1


α1

 β0

...
β2n´1




so that [L] satisfies

[L] :


α0

 β0

...
β2n´1


α1

 β0

...
β2n´1




ÞÑ



α0[U ]

 β0

...
β2n´1



α1[V ]

 β0

...
β2n´1




.
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§3.6 Tensor Product of Vector Spaces
Example (Multi-controlled gates (cont.))
To find the matrix representation of L, we let α0 = βℓ´1 = 1 for
some fixed ℓ while αi = βj = 0 if i ‰ 0 and j ‰ ℓ to obtain that the
ℓ-th column of [L] is given by

[L](:, ℓ) =
[
1
0

]
b U(:, ℓ) =

[
U(:, ℓ)

0
2m

]
and let α1 = βℓ´1 = 1 for some fixed ℓ while αi = βj = 0 if i ‰ 1

and j ‰ ℓ to obtain that

[L](:, 2n + ℓ) =

[
0
1

]
b V(:, ℓ) =

[
0
2m

V(:, ℓ)

]
,

where 0
2m denotes the zero vectors in C2m . This shows that

[L] =
[
U 0
0 V

]
= blkdiag(U,V ).
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§3.6 Tensor Product of Vector Spaces
Example (Multi-controlled gates (cont.))
In general, if a multi-controlled (n + 1)-qubit gate L is defined by

L(|xy b |yy) =

$

’

’

’

&

’

’

’

%

|xy b U0|yy if |xy = |0y ,

|xy b U1|yy if |xy = |1y ,
... ...

|xy b U2m´1|yy if |xy = |2m ´ 1y ;

that is, the controlled qubit |xy is an m-qubit state and L(|xyb|yy) =

|xy b Uk|yy if |xy = |ky. Then the matrix representation of L is
[L] = blkdiag(U0,U1, ¨ ¨ ¨ ,U2m´1)

since by letting |xy = |k ´ 1y and |yy = |ℓ´ 1y for some 1 ď k ď 2m

and 1 ď ℓ ď 2n´m+1, we have
[L](:, (k ´ 1)2m + ℓ) = ek b U(:, ℓ) ,

where te1, e2, ¨ ¨ ¨ , e2mu is the standard basis of C2m .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

n+1(U ))
Consider multi-controlled (n + 1)-qubit gate L given by
L(|x1y b ¨ ¨ ¨ b |xny b |xn+1y)

=

$

’

&

’

%

|x1y b ¨ ¨ ¨ b |xny b (U0¨¨¨0|xn+1y) if |x1y b ¨ ¨ ¨ b |xny = |0y b ¨ ¨ ¨ b |0y ,
...

...
|x1y b ¨ ¨ ¨ b |xny b (U1¨¨¨1|xn+1y) if |x1y b ¨ ¨ ¨ b |xny = |1y b ¨ ¨ ¨ b |1y .

where Uj1¨¨¨jn ’s are 2 ˆ 2 unitary matrices for all jn, ¨ ¨ ¨ , j1 P t0, 1un,
and the controlled qubits are the first n qubits. By identifying
( j1 ¨ ¨ ¨ jn)2 with j or more precisely,

j = ( j1 ¨ ¨ ¨ jn)2 = 2n´1j1 + ¨ ¨ ¨ + 2jn´1 + jn ,
we write Uj1¨¨¨jn as Uj and | j1y b ¨ ¨ ¨ b | jny as | j y so that L can be
simply written as

L(|xy b |xn+1y) = |xy b (Uj|xn+1y) if |xy = | j y .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

n+1(U ) (cont.))

Suppose that Uj =

[
u( j )
11 u( j )

12

u( j )
21 u( j )

22

]
, |xy = α0|0y+ ¨ ¨ ¨+α2n´1|2n ´ 1y

and |xn+1y = β0|0y + β1|1y. Then

[
L(|xy b |xn+1y)

]
=



α0(u(0)
11 β0 + u(0)

12 β1)

α0(u(0)
21 β0 + u(0)

22 β1)

α1(u(1)
11 β0 + u(1)

12 β1)

α1(u(1)
21 β0 + u(1)

22 β1)
...

αj(u( j )
11 β0 + u( j )

12 β1)

αj(u( j )
21 β0 + u( j )

22 β1)
...

α2n´1(u(2n´1)
11 β0 + u(2n´1)

12 β1)

α2n´1(u(2n´1)
21 β0 + u(2n´1)

22 β1)



.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

n+1(U ) (cont.))

Suppose that Uj =

[
u( j )
11 u( j )

12

u( j )
21 u( j )

22

]
, |xy = α0|0y+ ¨ ¨ ¨+α2n´1|2n ´ 1y

and |xn+1y = β0|0y + β1|1y. Then

[L] :



α0

[
β0

β1

]
α1

[
β0

β1

]
...

α2n´1

[
β0

β1

]


ÞÑ



α0(u(0)
11 β0 + u(0)

12 β1)

α0(u(0)
21 β0 + u(0)

22 β1)

α1(u(1)
11 β0 + u(1)

12 β1)

α1(u(1)
21 β0 + u(1)

22 β1)
...

αj(u( j )
11 β0 + u( j )

12 β1)

αj(u( j )
21 β0 + u( j )

22 β1)
...

α2n´1(u(2n´1)
11 β0 + u(2n´1)

12 β1)

α2n´1(u(2n´1)
21 β0 + u(2n´1)

22 β1)



.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

n+1(U ) (cont.))
Therefore,

[
L(|xyb|xn+1y)

]
=



u(0)
11 u(0)

12

u(0)
21 u(0)

22

u(1)
11 u(1)

12

u(1)
21 u(1)

22

. . .
. . .

u(2n´1)
11 u(2n´1)

12

u(2n´1)
21 u(2n´1)

22





α0

[
β0

β1

]
α1

[
β0

β1

]
...
...

α2n´1

[
β0

β1

]


.

The 2n+1 ˆ 2n+1 matrix is the matrix representation of L.

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

1 (U ))
Consider multi-controlled (n + 1)-qubit gate L given by

L(|x0y b |x1y b ¨ ¨ ¨ b |xny)

=

$

’

&

’

%

(U0¨¨¨0|x0y)b |x1y b ¨ ¨ ¨ b |xny if |x1y b ¨ ¨ ¨ b |xny = |0y b ¨ ¨ ¨ b |0y ,
...

...
(U1¨¨¨1|x0y)b |x1y b ¨ ¨ ¨ b |xny if |x1y b ¨ ¨ ¨ b |xny = |1y b ¨ ¨ ¨ b |1y .

where Uj1¨¨¨jn ’s are 2 ˆ 2 unitary matrices for all j1, ¨ ¨ ¨ , jn P t0, 1un,
and the control qubits are the last n qubits. By identifying ( j1 ¨ ¨ ¨ jn)2
with j or more precisely,

j = ( j1 ¨ ¨ ¨ jn)2 = 2n´1j1 + ¨ ¨ ¨ + 2jn´1 + jn ,
we write Uj1¨¨¨jn as Uj and | j1y b ¨ ¨ ¨ b | jny as | j y so that L can be
simply written as

L(|x0y b |xy) = (Uj|x0y) b |xy if |xy = | j y .

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

1 (U ))
Consider multi-controlled (n + 1)-qubit gate L given by

L(|x0y b |x1y b ¨ ¨ ¨ b |xny)

=

$

’

&

’

%

(U0¨¨¨0|x0y)b |x1y b ¨ ¨ ¨ b |xny if |x1y b ¨ ¨ ¨ b |xny = |0y b ¨ ¨ ¨ b |0y ,
...

...
(U1¨¨¨1|x0y)b |x1y b ¨ ¨ ¨ b |xny if |x1y b ¨ ¨ ¨ b |xny = |1y b ¨ ¨ ¨ b |1y .

where Uj1¨¨¨jn ’s are 2 ˆ 2 unitary matrices for all j1, ¨ ¨ ¨ , jn P t0, 1un,
and the control qubits are the last n qubits. By identifying ( j1 ¨ ¨ ¨ jn)2
with j or more precisely,

j = ( j1 ¨ ¨ ¨ jn)2 = 2n´1j1 + ¨ ¨ ¨ + 2jn´1 + jn ,
we write Uj1¨¨¨jn as Uj and | j1y b ¨ ¨ ¨ b | jny as | j y so that L can be
simply written as

L(|x0y b |xy) = (Uj|x0y) b |xy if |xy = | j y .

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

1 (U ) (cont.))

Suppose that Uj =

[
u( j )
11 u( j )

12

u( j )
21 u( j )

22

]
, |x0y = α0|0y + α1|1y and |xy =

β0|0y + ¨ ¨ ¨ + β2n´1|2n ´ 1y. Then

[
L(|x0y b |xy)

]
=



(u(0)
11 α0 + u(0)

12 α1)β0
...

(u( j )
11 α0 + u( j )

12 α1)βj
...

(u(2n´1)
11 α0 + u(2n´1)

12 α1)β2n´1

(u(0)
21 α0 + u(0)

22 α1)β0
...

(u( j )
21 α0 + u( j )

22 α1)βj
...

(u(2n´1)
21 α0 + u(2n´1)

22 α1)β2n´1



.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

1 (U ) (cont.))

Suppose that Uj =

[
u( j )
11 u( j )

12

u( j )
21 u( j )

22

]
, |x0y = α0|0y + α1|1y and |xy =

β0|0y + ¨ ¨ ¨ + β2n´1|2n ´ 1y. Then

[L] :



α0

 β0

...
β2n´1



α1

 β0

...
β2n´1




ÞÑ



(u(0)
11 α0 + u(0)

12 α1)β0
...

(u( j )
11 α0 + u( j )

12 α1)βj
...

(u(2n´1)
11 α0 + u(2n´1)

12 α1)β2n´1

(u(0)
21 α0 + u(0)

22 α1)β0
...

(u( j )
21 α0 + u( j )

22 α1)βj
...

(u(2n´1)
21 α0 + u(2n´1)

22 α1)β2n´1



.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

1 (U ) (cont.))
Therefore,

[
L(|x0y b |xy)

]
=



u(0)
11 u(0)

12

u(1)
11 u(1)

12

. . . . . .
u(2n´1)
11 u(2n´1)

12

u(0)
21 u(0)

22

u(1)
21 u(1)

22

. . . . . .
u(2n´1)
21 u(2n´1)

22





α0


β0

β1

...
β2n´1



α1


β0

β1

...
β2n´1




.

The 2n+1 ˆ 2n+1 matrix is the matrix representation of L.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

1 (U ) (cont.))
In particular, if Uj is a rotation matrix of the form

Uj = Ry(2θj+1) =

[
cos θj+1 ´ sin θj+1

sin θj+1 cos θj+1

]
(here we label U from 0 to 2n ´ 1 but label θ from 1 to 2n), then

[L] =



cos θ1 ´ sin θ1
cos θ2 ´ sin θ2

. . . . . .
cos θ2n ´ sin θ2n

sin θ1 cos θ1
sin θ2 cos θ2

. . . . . .
sin θ2n cos θ2n


.

A matrix of this form will play important role later.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz))
In this example we consider a special multi-controlled (n + 1)-qubit
gate Aj defined by

Aj(|x0y b ¨ ¨ ¨ b |xny)

= |x0y b ¨ ¨ ¨ b |xj´1y b (Rz(θk)|xjy) b |xj+1y b ¨ ¨ ¨ b |xny

if (x0 ¨ ¨ ¨ xj´1xj+1 ¨ ¨ ¨ xn)2 = k, where Rz is the rotation about z-axis
given by

Rz(θ) =

[
e´iθ/2 0

0 e iθ/2

]
.

This is a multi-controlled gate with n control qubits and the target
qubit is the |xjy qubit, and is sometimes denoted by F n

j+1(Rz) (since
the target qubit |xjy is the ( j+1)-th qubit counting from the highest/
left-most qubit).
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
Previous examples establish the case j = 0 and j = n, so we focus
on the case 1 ď j ă n. We first consider the case j = 1. In this
case, we note that

An´1 = SWAPn,n+1 ¨ An ¨ SWAPn,n+1 ,

where the operator SWAPn,n+1 swaps the position of the n-th and
the (n + 1)-th qubit, and An is the multi-controlled (n + 1)-qubit
gate introduced in previous example with Uk = Rz(θk) and the
target qubit is the (n + 1)-th qubit. Previous example shows the
matrix representation of An is given by

[An] = blkdiag
(
Rz(θ1),Rz(θ2), ¨ ¨ ¨ ,Rz(θ2n)

)
= diag

(
e´iθ1/2, e iθ1/2, e´iθ2/2, e iθ2/2, ¨ ¨ ¨ , e´iθ2n/2, e iθ2n/2

)
;
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
Note that

SWAPn,n+1 = I2n´1 b SWAP =


SWAP

SWAP
. . .

SWAP


and

SWAP ¨ diag(a, b, c, d) ¨ SWAP

=

1 1
1

1

a
b

c
d

1 1
1

1


=

a
c

b
d

 = diag(a, c, b, d) .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
Note that

SWAPn,n+1 = I2n´1 b SWAP =


SWAP

SWAP
. . .

SWAP


and

SWAP ¨ diag(a, b, c, d) ¨ SWAP

=

1 1
1

1

a
b

c
d

1 1
1

1


=

a
c

b
d

 = diag(a, c, b, d) .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
Therefore, using the fact that

An´1 = SWAPn,n+1 ¨ An ¨ SWAPn,n+1 ,

we find that

[An´1] =



e´iθ1/2

e´iθ2/2

e iθ1/2

e iθ2/2

e´iθ3/2

e´iθ4/2

e iθ3/2

e iθ4/2

. . .


.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
We note that [An´1] takes the form

[An´1] = blkdiag(Q1,Q2, ¨ ¨ ¨ ,Q2n´1) ,

where for each 1 ď k ď 2n´1,
Qk = diag

(
e´iθ2k´1/2, e´iθ2k/2, e iθ2k´1/2, e iθ2k/2

)
for some θ1, ¨ ¨ ¨ , θ2n P R.

In the following, for simplicity we only write the sign and the sub-
index of the angle to express the matrix. For example, we write

[An] = diag(´1,+1,´2,+2, ¨ ¨ ¨ ,´2n,+2n)

and
[An´1] = diag(´1,´2,+1,+2,´3,´4,+3,+4, ¨ ¨ ¨ ,

´(2n ´ 1),´2n,+(2n ´ 1),+2n) .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
Now we consider An´2. Similar to the previous case, we have

An´2 ” SWAPn´1,n ¨ An´1 ¨ SWAPn´1,n .

Note that
SWAPn´1,n = I2n´2 b SWAP b I2

=



I2
I2I2 I2

I2 I2I2 I2
. . .


and

(SWAP b I2) ¨ diag(a, b, c, d, e, f, g, h) ¨ (SWAP b I2)
= diag(a, b, e, f, c, d, g, h) .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
Therefore, [An´2] is obtained by

將 [An´1]的對角線元素連續八個視為一組，每一組的第三、

第四個這對元素與第五、第六個這對元素交換;

thus using

[An´1] = diag(´1,´2,+1,+2,´3,´4,+3,+4,

´5,´6,+5,+6,´7,´8,+7,+8, ¨ ¨ ¨ )

we find that

[An´2] = diag(´1,´2,´3,´4,+1,+2,+3,+4,

´5,´6,´7,´8,+5,+6,+7,+8, ¨ ¨ ¨ ) .
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
We note that [An´2] takes the form

blkdiag(Q1,Q2, ¨ ¨ ¨ ,Q2n´2) ,

where for each 1 ď k ď 2n´2,

Qk = diag
(

´(4k ´ 3),´(4k ´ 2),´(4k ´ 1),´(4k),
+(4k ´ 3),+(4k ´ 2),+(4k ´ 1),+(4k)

)
= diag

(
e´iθ4k´3/2, e´iθ4k´2/2, e´iθ4k´1/2, e´iθ4k/2,

e iθ4k´3/2, e iθ4k´2/2, e iθ4k´1/2, e iθ4k/2
)

for some θ1, ¨ ¨ ¨ , θ2n P R.
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§3.6 Tensor Product of Vector Spaces
Example (Matrix representation of F n

k (Rz) (cont.))
In general, for each j we have

Aj´1 = SWAPj, j+1 ¨ Aj ¨ SWAPj, j+1

and the fact that SWAPj, j+1 = I2 j´1 b SWAP b I2n´j implies that
[An´j´1] is obtained by

將 [An´j ]的對角線元素連續 2 j+2 個視為一組，每一組等分

為四塊，然後中間兩塊的元素交換；

so that
[An´j ] = diag(´1, ¨ ¨ ¨ ,´2 j,+1, ¨ ¨ ¨ ,+2 j,´(2 j + 1), ¨ ¨ ¨ ,´2 j+1,

+(2 j + 1), ¨ ¨ ¨ ,+2 j+1, ¨ ¨ ¨ ) .

The identity above can be proved rigorously by induction.
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§3.6 Tensor Product of Vector Spaces
Definition
An (n+1)-qubit gate L is called a multi-controlled rotation gate of
type F n

j+1(Ra) if there exist a unit vectors a P R3 and real numbers
θ1, ¨ ¨ ¨ , θ2n such that

L(|x0y b ¨ ¨ ¨ b |xny)

= |x0y b ¨ ¨ ¨ b |xj´1y b (Ra(θk)|xjy) b |xj+1y b ¨ ¨ ¨ b |xny

if (x0 ¨ ¨ ¨ xj´1xj+1 ¨ ¨ ¨ xn)2 = k, where for unit vector a = (ax, ay, az),
Ra is a 1-qubit gate given by

Ra(ϕ) =

 cos ϕ
2
+ iaz sin ϕ

2
(ay + iax) sin ϕ

2

´(ay ´ iax) sin ϕ

2
cos ϕ

2
´ iaz sin ϕ

2

 .
We also write Ra as Ry or Rz if a = (0,´1, 0) or a = (0, 0,´1).
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§3.6 Tensor Product of Vector Spaces
Remark: One possible quantum circuit for a multi-controlled rota-
tion gate of type F n

n+1(Ra), in term of 1-qubit quantum gate Ra(ϕ),
is given by

. . .

. . .

. . .

. . .

. . .

|x0y

|xn´3y

|xn´2y

|xn´1y

|xny Ra(ϕ0) Ra(ϕ1) Ra(ϕ2) Ra(ϕ3) Ra(ϕ2n´1)

and quantum circuit for a multi-controlled rotation gate of type
F n

j (Ra) can be constructed using SWAP gates and the quantum
circuit given above.
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§3.7 Unitary Decomposition
Unitary decomposition is the process of translating an arbitrary uni-
tary gate into a specific (universal) set of single and two-qubit gates.
Unitary decomposition is necessary because it is not otherwise pos-
sible to execute an arbitrary quantum gate on either a simulator or
quantum accelerator.

In order to decompose all possible unitary matrices into quantum
gates, a universal gate set is selected: rotations around the Y and
Z axis by an arbitrary angle, the Rz(θ) and Ry(θ) gates, and the
controlled-not, the CNOT gate whose matrix forms are given by

Ry(θ) =

cos θ

2
´ sin θ

2

sin θ

2
cos θ

2

 , Rz(θ) =

[
e´i θ

2 0

0 e i θ
2

]
, CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .
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gates, a universal gate set is selected: rotations around the Y and
Z axis by an arbitrary angle, the Rz(θ) and Ry(θ) gates, and the
controlled-not, the CNOT gate whose matrix forms are given by

Ry(θ) =

cos θ

2
´ sin θ

2

sin θ

2
cos θ

2

 , Rz(θ) =

[
e´i θ

2 0

0 e i θ
2

]
, CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .
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Chapter 3. Mathematical Backgrounds

§3.7 Unitary Decomposition
§3.7.1 1-qubit gate decomposition
We first focus on expressing 1 qubit gates (or 2ˆ2 unitary matrices)
in terms of product of qubit gates from the set

␣

Ry(θ),Rz(θ),Ph(θ)
ˇ

ˇ θ P R
(

,

where Ph is the global phase gate given by Ph(θ) = diag(e iθ, e iθ).
Theorem
For every 1-qubit gate (that is, 2 ˆ 2 unitary matrix) U, there exist
real numbers δ, θ, ξ and η such that

U = Ph(δ)Rz(ξ)Ry(θ)Rz(η) = Rz(ξ)Ry(θ)Rz(η)Ph(δ)

=

[
e iδ 0

0 e iδ

][
e´i ξ

2 0

0 e i ξ
2

]cos θ

2
´ sin θ

2

sin θ

2
cos θ

2

[
e´i η

2 0

0 e i η
2

]
.
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Chapter 3. Mathematical Backgrounds

§3.7 Unitary Decomposition
Proof.

Let U =

[
a b
c d

]
be a 2 ˆ 2 unitary matrix. Then there exists δ P R

such that det(U) = e 2iδ. Define V ” e´iδU. Then V is also a unitary
matrix; thus using the fact that V : = V´1 and det(V) = 1 we find
that V takes the form

V =

[
α ´sβ
β sα

]
.

This further implies that U takes the form

U =

[
a b
c d

]
= e iδ

[
α ´sβ
β sα

]
.

The fact that |α|2 + |β|2 = 1 allows us to set α = e iµ cos θ

2
and

β = e iν sin θ

2
for some µ, ν and θ P R. ˝
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§3.7 Unitary Decomposition
Proof (cont.)
Let ξ = ν ´ µ and η = ´µ´ ν. Then

Rz(ξ)Ry(θ)Rz(η)

=

[
e´i ξ

2 0

0 e i ξ
2

] cos θ

2
´ sin θ

2

sin θ

2
cos θ

2

[ e´i η
2 0

0 e i η
2

]

=

 e´i ξ
2 cos θ

2
´e´i ξ

2 sin θ

2

e i ξ
2 sin θ

2
e i ξ

2 cos θ

2

[ e´i η
2 0

0 e i η
2

]

=

 e i ξ+η
2 cos θ

2
´e´i ξ´η

2 sin θ

2

e i ξ´η
2 sin θ

2
e´i ξ+η

2 cos θ

2

 =

[
α ´sβ

β sα

]
which concludes the theorem. ˝
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Chapter 3. Mathematical Backgrounds

§3.7 Unitary Decomposition
‚ Algorithm of 1-qubit gate decomposition:
Let U be a 1-qubit gate (or equivalently, 2 ˆ 2 unitary matrix).

Step 1: Find δ P R such that det(U) = e 2iδ.
Step 2: Find µ, ν, θ such that

e iµ cos θ
2
= ae ´iδ and e iν sin θ

2
= ce ´iδ .

Step 3: U = Ph(δ)Rz(ν ´ µ)Ry(θ)Rz(´µ´ ν).

Example

X =

[
0 1
1 0

]
= Ph

(
´

π

2

)
Rz
(π
2

)
Ry(π)Rz

(
´

π

2

)
=

[
e´iπ/2 0

0 e´iπ/2

] [
e´iπ/4 0

0 e iπ/4

] [
0 ´1
1 0

] [
e iπ/4 0
0 e´iπ/4

]
.
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Chapter 3. Mathematical Backgrounds

§3.7 Unitary Decomposition
§3.7.2 Singular value decomposition (SVD)
Recall the spectral theorem from linear algebra given below:
Theorem (Spectral)
Let A be a Hermitian matrix; that is, A = A:. Then there exists
unitary matrix U and a real diagonal matrix D such that A = UDU:.

We note that the columns of U are eigenvectors of A and the diag-
onal elements of D are eigenvalues of A.

Remark: The spectral theorem extends to a more general class of
matrices, the normal matrices. One can show that A is normal (that
is, AA: = A:A) if and only if there exists a unitary matrix U and a
diagonal matrix D such that A = UDU:. Here the diagonal matrix
D can be complex.
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Chapter 3. Mathematical Backgrounds

§3.7 Unitary Decomposition
Let A be a complex m ˆ n matrix. Then A:A P Cnˆn and AA: P

Cmˆm. Moreover,
1 A:A and AA: are both hermitian since

(A:A): = A:(A:): = A:A and (AA:): = (A:):A: = AA: .

2 A:A and AA: are both positive semi-definite since
xx,A:Axy = xAx,Axy = }Ax}2 ě 0 @ x P Cn

and
xx,AA:xy = xA:x,A:xy = }A:x}2 ě 0 @ x P Cm .

Therefore, the Spectral Theorem implies that there exist λ1 ě λ2 ě

¨ ¨ ¨ ě λn ě 0 and an orthonormal basis tv1, v2, ¨ ¨ ¨ , vnu of Cn such
that

A:Avk = λkvk @ 1 ď k ď n .
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§3.7 Unitary Decomposition
Let σk =

?
λk, and r = #

␣

1 ď k ď n
ˇ

ˇλk ą 0
(

; that is, A:A has r
non-zero eigenvalues. For 1 ď k ď r, define

uk =
1

σk
Avk .

1 uk ‰ 0 for all 1 ď k ď r. Moreover,

}Avj}
2 = xAvj,Avjy = xvj,A:Avjy = xvj, λjvjy = λj ;

thus the fact that A:A and A have the same null space implies
that

␣

vr+1, ¨ ¨ ¨ , vn
(

is an orthonormal basis of the null space
of A.

2 tu1, ¨ ¨ ¨ ,uru is an orthonormal set since

xuk,uℓy =
1

σkσℓ
xAvk,Avℓy =

1

σkσℓ
xvk,A:Avℓy =

λℓ
σkσℓ

xvk, vℓy

=
σℓ
σk
δkℓ .
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§3.7 Unitary Decomposition
3 tu1, ¨ ¨ ¨ ,uru are eigenvectors of AA: with corresponding eigen-

values λ1, ¨ ¨ ¨ , λr since for 1 ď j ď r,

AA:uj = AA:
(
1

σj
Avj
)
=

1

σj
AA:Avj =

1

σj
A(λjvj) =

λj
σj

Avj

= λjuj .

By the fact that
r = rank(A:A) = rank(A) = rank(A:) = rank(AA:) ,

the nullity (that is, the dimension of the null space) of AA: is
m ´ r ; thus there exist an orthonormal set tur+1, ¨ ¨ ¨ ,umu in
the null space of AA:. Then

AA:uj = σ2j uj @ 1 ď j ď m .

Since tur+1, ¨ ¨ ¨ ,umu are eigenvectors of AA: (corresponding
to eigenvalue 0), tu1, ¨ ¨ ¨ ,umu is an orthonormal basis of Cm.
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§3.7 Unitary Decomposition
Let U =

[
u1

... u2
... ¨ ¨ ¨

... um
]

and V =
[
v1

... v2
... ¨ ¨ ¨

... vn
]
, as well as

Σ =


σ1 . . .

σr
0

. . .

 .

Then

AV = A
[
v1

... v2
... ¨ ¨ ¨

... vn
]
=
[
Av1

... Av2
... ¨ ¨ ¨

... Avn
]

=
[
σ1u1

... σ2u2
... ¨ ¨ ¨

... σrur
... 0

... ¨ ¨ ¨
... 0
]

=
[
u1

... u2
... ¨ ¨ ¨

... um
]

σ1 . . .

σr
0

. . .

 = UΣ .
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§3.7 Unitary Decomposition
The numbers σ1, σ2, ¨ ¨ ¨ , σn are called the singular values of A.
The fact that U and V are unitary shows the following
Theorem
Let A be a complex m ˆ n matrix. Then there exist unitary matrices
U P Cmˆm and V P Cnˆn as well as an m ˆ n matrix Σ of the form

Σ =


σ1 . . .

σr
0

. . .

 ,

where σ1 ě σ2 ě ¨ ¨ ¨ ě σr ą 0, such that A = UΣV :.

Remark: The decomposition A = UΣV : in the theorem above is
called a singular value decomposition of A. We note that the
singular decomposition of A is not unique.
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 ,

where σ1 ě σ2 ě ¨ ¨ ¨ ě σr ą 0, such that A = UΣV :.

Remark: The decomposition A = UΣV : in the theorem above is
called a singular value decomposition of A. We note that the
singular decomposition of A is not unique.
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§3.7 Unitary Decomposition
§3.7.3 CS decomposition
Theorem (Cosine-Sine decomposition)
For any 2 ˆ 2 partitioning

c1 c2
Q =

[
Q11 Q12

Q21 Q22

]
r1
r2 n = c1 + c2 = r1 + r2 , (6)

of an n ˆ n unitary matrix Q, there exist unitary matrices U1, U2,
V1, V2 such that

U :QV =

[
U :
1 0

0 U :
2

][
Q11 Q12

Q21 Q22

][
V1 0
0 V2

]
=


I O:

s
C ´S

Oc ´I
Os I

S C
I O:

c

 ,

where C and S are diagonal matrices taking the form
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§3.7 Unitary Decomposition
Theorem (Cosine-Sine decomposition (cont.))
where C and S are diagonal matrices taking the form

C = diag(γ1, γ2, ¨ ¨ ¨ , γs) , 1 ą γ1 ě γ2 ě ¨ ¨ ¨ ě γs ą 0 ,

S = diag(σ1, σ2, ¨ ¨ ¨ , σs) , 0 ă σ1 ď σ2 ď ¨ ¨ ¨ ď σs ă 1 ,

and satisfying C2 + S2 = I, and Os, Oc are matrices of zeros, and
depending on Q and the partition, may have no row or no columns.
Some of the identity matrices may be nonexistent, and no two of
them need be equal. The four C and S matrices are square with the
same dimension, and may be nonexistent.

Remark: Since C2 + S2 = I, there exists θ1, ¨ ¨ ¨ , θs such that γk =

cos θk and σk = sin θk for all 1 ď k ď s. This explains the name of
the “cosine-sine” decomposition.
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§3.7 Unitary Decomposition
Proof.
First we note that[

U :
1 0

0 U :
2

][
Q11 Q12

Q21 Q22

] [
V1 0
0 V2

]
=

[
U :

1 Q11V1 U :
1 Q12V2

U :
2 Q21V1 U :

2 Q22V2

]
.

Choose unitary matrices U1 and V1 to give the usual singular value
decomposition of Q11, resulting in D11. Choose unitary matrices
U2 and V2 so that D21 = U :

2Q21V1 is lower triangular with non-
negative real entries on the diagonals ending in the bottom right
corners and D12 = U :

1Q12V2 is upper triangular with non-positive
real entries on the diagonals ending in the bottom right corners.
Define

D =

[
U :
1 0

0 U :
2

][
Q11 Q12

Q21 Q22

] [
V1 0
0 V2

]
=

[
D11 D12

D21 D22

]
. (7)

˝
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§3.7 Unitary Decomposition
Proof (cont.)
Then D is unitary; thus the fact that any column (or row) of D
has unit length implies that no singular value of D11 can exceed 1.
Therefore, D11 takes the form

D11 =

Ikˆk
Csˆs

Opˆq


for some C taking the desired form, and the orthogonality of columns
of D and the orthogonality of rows of D further show that D21 and
D12 must take the form

D12 =

Okˆ(c2´s´p)
´Ssˆs

´Ipˆp

, D21 =

O(c1´s´q)ˆk
Ssˆs

Iqˆq

,
where p = r1 ´ k ´ s and q = c1 ´ k ´ s. ˝
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§3.7 Unitary Decomposition
Proof (cont.)
The fact that each column and each row of D has unit length also
gives the form of D22 so that

D =


I O :

s
C ´S

Oc ´I
Os K L

S M N
I O :

c


for some (r2 ´ s ´ q) ˆ (c2 ´ s ´ p) matrix K, (r2 ´ s ´ q) ˆ s
matrix L, s ˆ (c2 ´ s ´ p) matrix M and s ˆ s matrix N. The
orthogonality of the second and the fourth blocks of columns shows
that SM = Osˆ(c2´s´p); thus M = Osˆ(c2´s´p) since S is non-
singular. Similarly, the orthogonality of the second and the fourth
blocks of rows shows that L = O(r2´s´q)ˆs. ˝
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§3.7 Unitary Decomposition
Proof (cont.)
Next, from the fifth and the second blocks of rows, SC´NS = Osˆs,
so N = C and we obtain that

D =


I O :

s
C ´S

Oc ´I
Os K

S C
I O :

c


Finally, note that r2 ´ s ´ q = r2+ k ´ c1 = c2+ k ´ r1 = c2 ´ s ´ p
so that K is a square matrix. Together with the fact that D :D =

DD : = I, we find that KK: = K:K = I so that K is unitary and
can be transformed to I without altering the rest of D by replacing
U2 with U2 blkdiag(K :, Isˆs, Iqˆq) in (7). ˝
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§3.7 Unitary Decomposition
Remark: In quantum computing, for a 2n ˆ 2n unitary matrix Q
(that is, Q is an n-qubit gate) we apply the CS decomposition for
the case c1 = c2 = r1 = r2 = 2n´1 and we have

[
Q11 Q12

Q21 Q22

]
=

[
U1 0
0 U2

]
cos θ1 ´ sin θ1

. . .
. . .

cos θ2n´1 ´ sin θ2n´1

sin θ1 cos θ1
. . .

. . .
sin θ2n´1 cos θ2n´1


[
V :
1 0

0 V :
2

]
,

where 0 ď θ1 ď θ2 ď ¨ ¨ ¨ ď θ2n´1 ď
π

2
. In terms of quantum

circuits, the case n = 3 can be illustrated as follows:

Q =

Ry(2θ1) Ry(2θ2) Ry(2θ3) Ry(2θ4)

V :
1 V :

2 U1 U2
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§3.7 Unitary Decomposition
The 2-qubit gates U1, U2, V :

1 and V :
2 can be further decomposed.

For example,

U1
=

Ry(2ϕ1) Ry(2ϕ2)

V :
11 V :

12 U11 U12

for some 0 ď ϕ1 ď ϕ2 ď π/2 and quantum gates with matrix
representations V11,V12,U11,U12 so that

U1

= Ry(2ϕ1) Ry(2ϕ2)

V :
11 V :

12 U11 U12

Figure 2: The decomposition of the controlled-U gate
Therefore, the CS decomposition essentially provides a way to ex-
press an n-qubit gate as the product of multi-controlled gates.
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§3.7 Unitary Decomposition
Recall that any 1-qubit gate can be decomposed further as the prod-
uct of rotation gates Ry, Rz and the phase gate Ph. If the quantum
gates U11 and U12 in Figure 2 can be expressed as

U11 = Rz(ξ1)Ry(η1)Rz(ϑ1)Ph(δ1), U12 = Rz(ξ2)Ry(η2)Rz(ϑ2)Ph(δ2),

the controlled-U gates in Figure 2 can be further decomposed into

Ph(δ1) Rz(ϑ1) Ry(η1) Rz(ξ1) Ph(δ2) Rz(ϑ2) Ry(η2) Rz(ξ2)

Without any further modification, we can express an n-qubit gate
as the product of multi-controlled rotation gates, at an expense
of some not implementable phase gates. In the next section,
we talk about how to “cancel out” these phase gates and make an
n-qubit gate indeed the product of multi-controlled rotation gates.
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§3.7 Unitary Decomposition
§3.7.4 Decomposition of arbitrary quantum gates
We note that the matrix

[
C ´S
S C

]
commutes with the matrix

[
P 0
0 P

]
for all 2n´1 ˆ 2n´1 diagonal unitary matrix P; that is,[

P 0
0 P

][
C ´S
S C

]
=

[
C ´S
S C

][
P 0
0 P

]
@ P = diag(e iϕ1 , ¨ ¨ ¨ , e iϕ2n´1 ).

Therefore, if P is a diagonal unitary matrix,[
Q11 Q12

Q21 Q22

]
=

[
U1 0
0 U2

][
C ´S
S C

][
V :

1 0

0 V :
2

]
=

[
U1 0
0 U2

][
P 0
0 P

][
P : 0

0 P :

][
C ´S
S C

][
V :

1 0

0 V :
2

]
=

[
U1 0
0 U2

][
P 0
0 P

][
C ´S
S C

][
(V1P): 0

0 (V2P):

]
.

The diagonal unitary matrix P will be chosen to “cancel out the
phase gate” so that the matrix

[
U1 0
0 U2

][
P 0
0 P

]
is a product of multi-

controlled rotation gates.
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S C

]
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0 P
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for all 2n´1 ˆ 2n´1 diagonal unitary matrix P; that is,[
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0 P

][
C ´S
S C
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=
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C ´S
S C

][
P 0
0 P

]
@ P = diag(e iϕ1 , ¨ ¨ ¨ , e iϕ2n´1 ).

Therefore, if P is a diagonal unitary matrix,[
Q11 Q12

Q21 Q22

]
=

[
U1 0
0 U2

][
C ´S
S C

][
V :

1 0

0 V :
2

]
=

[
U1 0
0 U2

][
P 0
0 P

][
C ´S
S C

][
P : 0

0 P :

][
V :

1 0

0 V :
2
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=
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P 0
0 P

][
C ´S
S C

][
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]
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Let U be an n-qubit quantum gate. By previous remark

U =
[

U 1
11 0

0 U 1
12

] [
P1
11 0

0 P1
11

] [
C 1
11 ´S1

11

S 1
11 C 1

11

] [
U 1

21 0

0 U 1
22

]
,

where P1
11 is a 2n´1 ˆ 2n´1 diagonal unitary matrix to be deter-

mined. The decomposition can be applied recursively to the sub-
matrices U i

jk until a 2 ˆ 2 block-diagonal form is encountered. For
example, we use the CS decomposition to write

U 1
11 = U 2

111P 2
111A2

11U 2
112 , U 1

12 = U 2
121P 2

121A2
12U 2

122 ,

so that[
U 1
11 0
0 U 1

12

]
=

[
U 2
111P 2

111A2
11U 2

112 0
0 U 2

121P 2
121A2

12U 2
122

]
=

[
U 2
111 0
0 U 2

121

] [
P 2
111 0
0 P 2

121

] [
A2
11

A2
12

] [
U 2
112 0
0 U 2

122

]
.
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In general, for 1 ď i ď n and 1 ď j ď 2i´1, we use the CS decom-
position on each block of U i´1

j to write

U i´1
j = U i

2j´1P i
2j´1Ai

2j´1U i
2j ,

where U i
2j´1 and U i

2j are block diagonal matrices consisting of 2i

blocks of 2n´i ˆ 2n´i unitary matrices, P i
2j´1 is a block diagonal

matrix of the form

P i
2j´1 = blkdiag

(
Q i

1,Q i
1,Q i

2,Q i
2, ¨ ¨ ¨ ,Q i

2i´1 ,Q i
2i´1

)
for some 2n´i ˆ 2n´i diagonal unitary matrices Q i

1, ¨ ¨ ¨ , Q i
2i´1 to be

determined. We note that in principle we need to know P i
2j´1 first

before we can decompose U i
2j further since U i

2j depends on P i
2j´1.
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Define P i

2j = P i´1
j and Ai

2j = Ai´1
j . We then have the following

sequence of decomposition

U = U 1
1 P 1

1 A1
1U 1

2 = U 2
1 P 2

1 A2
1U 2

2 P 2
2 A2

2U 2
3 P 2

3 A2
3U 2

4

= U 2
1 P 2

1 A2
1U 2

2 P 2
2 A2

2U 2
3 P 2

3 A2
3U 2

4

= U 3
1 P 3

1 A3
1U 3

2 P 3
2 A3

2U 3
3 P 3

3 A3
3U 3

4 P 3
4 A3

4U 3
5 P 3

5 A3
5U 3

6 P 3
6 A3

6U 3
7 P 3

7 A3
7U 3

8

= ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

= U n´1
1 P n´1

1 An´1
1 U n´1

2 P n´1
2 An´1

2 ¨ ¨ ¨ U n´1
2n´1́ 1

P n´1
2n´1́ 1

An´1
2n´1́ 1

U n´1
2n´1

=
( 2n´1´1

ś

j=1
U n´1

j P n´1
j An´1

j

)
U n´1
2n´1 .

Here the upper index denotes the level of recursion, whereas the
lower index denotes the position of the matrix within the resulting
matrix product.
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In the decomposition sequence above,

1 U n´1
j takes the form

U n´1
j = blkdiag(U1,U2, ¨ ¨ ¨ ,U2n´1)

for some 2 ˆ 2 unitary matrices U1, ¨ ¨ ¨ ,U2n´1 .
2 For each j P N, let γ( j) indicate the unique integer satisfying

j = 2γ( j )´1(2k ´ 1) for some k P N .

Then
P n´1

j = P n´1
2γ( j )´1(2k´1)

= P n´γ( j )
2k´1 ,

An´1
j = An´1

2γ( j )´1(2k´1)
= An´γ( j )

2k´1

which imply that P n´1
j and An´1

j appear first time in the (n ´

γ( j))-th recursion of decompositions and do not appear in any
previous recursion of decompositions.
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Therefore, P n´1

j takes the form

P n´1
j = blkdiag

(
Q1,Q1, ¨ ¨ ¨ ,Q2n´γ( j )´1 ,Q2n´γ( j )´1

)
for some 2γ( j )

ˆ2
γ( j )diagonal unitary matrices Q1,¨ ¨ ¨ ,Q2n´γ( j )´1 ,

and An´1
j takes the form

An´1
j =blkdiag

([
C1 ´S1

S1 C1

]
, ¨ ¨ ¨ ,

[
C2n´γ( j )´1 ´S2n´γ( j )´1

S2n´γ( j )´1 C2n´γ( j )´1

])
,

where for 1 ď k ď 2n´γ( j )´1,
Ck = diag(cos θk

1, ¨ ¨ ¨ , cos θk
2γ( j )) ,

Sk = diag(sin θk
1, ¨ ¨ ¨ , sin θk

2γ( j ))

for some 0 ď θk
1 ď θk

2 ď ¨ ¨ ¨ ď θk
2γ( j ) ď

π

2
. We note that An´1

j

is indeed a multi-controlled gate of type F n
n´γ( j )(Ry).
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3 P n´1

j can be chosen according to U n´1
j so that U n´1

j P n´1
j

is a product of multi-controlled rotation gates (which will be
explained soon). On the other hand, for each 1 ď j ď 2n´1 the
block diagonal matrix U n´1

j+1 depends on P n´1
k for all 1 ď k ď j;

thus we need to specify P n´1
1 , P n´1

2 , ¨ ¨ ¨ successively in order
to complete the decomposition.

Remark: In matlab®, γ can be implemented by
γ( j) = min(find(de2bi( j) == 1)).
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Now we determine P n´1

1 . Since U n´1
1 is a block diagonal matrix

consisting of 2n´1 blocks of 2ˆ2 unitary matrices U n´1
11 , ¨ ¨ ¨ , U n´1

12n´1 ;
that is,

U n´1
1 =


U n´1
11

U n´1
12

. . .
U n´1
12n´1

 ,
for each 1 ď j ď 2n´1 there exist δj, ξj, θj, ηj such that

U n´1
1j = Rz(ξj)Ry(θj)Rz(ηj)Ph(δj) ;

thus U n´1
1 can be written as the following productRz(ξ1)

. . .
Rz(ξ2n´1 )


Ry(θ1)

. . .
Ry(θ2n´1 )


Rz(η1)

. . .
Rz(η2n´1 )


Ph(δ1)

. . .
Ph(δ2n´1 )

.
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We note that the last matrix is not implementable since it consists
of phase gates. The P matrix will be combined with this “phase
gates” so that the combination is multi-controlled rotation gate.

For each 1 ď j ď 2n´2, let αj = ´
δ2j´1 + δ2j

2
. Define Qj =

diag(e iαj , e iαj) and βj = δ2j ´ δ2j´1. Then
Ph(δ2j´1)Qj = diag

(
e´iβj/2, e´iβj/2

)
,

Ph(δ2j)Qj = diag
(
e iβj/2, e iβj/2

)
so that

[
Ph(δ2j´1)

Ph(δ2j)

] [
Qj

Qj

]
=


e´iβj/2

e´iβj/2

e iβj/2

e iβj/2

 .
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Therefore, by defining

P n´1
1 = blkdiag

(
Q1,Q1,Q2,Q2, ¨ ¨ ¨ ,Q2n´1 ,Q2n´1

)
we have

blkdiag
(
Ph(δ1), ¨ ¨ ¨ ,Ph(δ2n´1)

)
P n´1
1

= diag
(
e´iβ1/2, e´iβ1/2, e iβ1/2, e iβ1/2,

e´iβ2/2, e´iβ2/2, e iβ2/2, e iβ2/2, ¨ ¨ ¨

¨ ¨ ¨ , e´iβ2n´2/2, e´iβ2n´2/2, e iβ2n´2/2, e iβ2n´2/2
)

which is a multi-controlled gate of type F n
n (Rz) (with θ2j´1 = θ2j

for all 1 ď j ď 2n´1). This shows that U n´1
1 P n´1

1 is a product of
multi-controlled rotation gates in which the rotation gates involved
are Ry and Rz.
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Suppose that P n´1

1 , ¨ ¨ ¨ ,P n´1
j´1 are specified so that U n´1

2 , ¨ ¨ ¨ ,U n´1
j

are determined accordingly. Since U n´1
j is also a block diagonal

matrix consisting of 2n´1 blocks of 2 ˆ 2 unitary matrices U n´1
j1 ,

¨ ¨ ¨ , U n´1
j2n´1 , we can decompose U n´1

j as
Rz(ξ1)

. . .
Rz(ξ2n´1 )


Ry(θ1)

. . .
Ry(θ2n´1 )


Rz(η1)

. . .
Rz(η2n´1 )


Ph(δ1)

. . .
Ph(δ2n´1 )

.

for some ξ1, ¨ ¨ ¨ , ξ2n´1 , θ1, ¨ ¨ ¨ , θ2n´1 , η1, ¨ ¨ ¨ , η2n´1 and δ1, ¨ ¨ ¨ , δ2n´1 .
We note that these ξj’s, θj’s, ηj’s and δj’s are in principle different
from those values used in the decomposition of U n´1

1 , ¨ ¨ ¨ , U n´1
j´1 .
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Next we look for P n´1

j , a block diagonal matrix of the form
blkdiag

(
Q1,Q1,Q2,Q2, ¨ ¨ ¨ ,Q2n´γ( j )´1 ,Q2n´γ( j )´1

)
,

where each Qk is a diagonal matrix of size 2γ( j ) ˆ 2γ( j ), so that
U n´1

j P n´1
j is the product of multi-controlled rotation gates.

For 1 ď k ď n ´ γ( j) ´ 1 and 1 ď ℓ ď 2γ( j ), let

α(k´1)2γ( j )+ℓ = ´
1

2

(
δ(k´1)2γ( j )+[ ℓ+1

2
] + δ(k´1)2γ( j )+2γ( j )´1+[ ℓ+1

2
]

)
,

where
[ℓ+ 1

2

]
in the sub-index denotes the largest integer which is

not greater than ℓ+ 1

2
. Define

Qk = diag
(
e iα

2(k´1)γ( j )+1 , ¨ ¨ ¨ , e iα
2kγ( j )

)
and

P n´1
j = blkdiag

(
Q1,Q1,Q2,Q2, ¨ ¨ ¨ ,Q2n´γ( j )´1 ,Q2n´γ( j )´1

)
.
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§3.7 Unitary Decomposition
Then blkdiag

(
Ph(δ1), ¨ ¨ ¨ ,Ph(δ2n´1))P n´1

j , with N denoting 2γ( j ),
takes the form

diag(e´iβ1/2, e´iβ2/2, ¨ ¨ ¨ , e´iβN/2, e iβ1/2, e iβ2/2, ¨ ¨ ¨ , e iβN/2,

e´iβN+1/2, e´βN+2/2, ¨ ¨ ¨ , e´iβ2N/2, e iβN+1/2, eβN+2/2, ¨ ¨ ¨ , e iβ2N/2,

¨ ¨ ¨ , e´iβ2n´1´N+1/2, e´β2n´1´N+2/2, ¨ ¨ ¨ , e´iβ2n´1/2,

e iβ2n´1´N+1/2, eβ2n´1´N+2/2, ¨ ¨ ¨ , e iβ2n´1/2
)

for some β1, ¨ ¨ ¨ , β2n´1 P R. This is a multi-controlled gate of
type F n

n´γ( j )(Rz). Therefore, U n´1
j P n´1

j is the product of multi-
controlled gates in which the rotation gates involved are Ry and Rz.
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§3.7 Unitary Decomposition
Let U be an n-qubit gate (or equivalently, 2n ˆ 2n unitary matrix).
Recall that

U =
( 2n´1´1

ź

j=1

U n´1
j P n´1

j An´1
j

)
U n´1
2n´1 ,

where U n´1
j is a block diagonal of 2ˆ2 matrix for all j, and Ai

j takes
the form

An´1
j = blkdiag

([
C1 ´S1

S1 C1

]
, ¨ ¨ ¨ ¨ ¨ ¨ ,

[
C2n´γ(j)´1 ´S2n´γ(j)´1

S2n´γ(j)´1 C2n´γ(j)´1

])
,

From the argument above, we know that U n´1
j P n´1

j is the product
of multi-controlled gates, while each An´1

j is a multi-controlled gate
of type F n

n´γ( j )(Ry). Therefore, in order to implement the quantum
gate with matrix representation U using quantum circuits, it suffices
to consider how to implement a multi-controlled gate in which the
rotation gate involved is Ry or Rz.
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§3.7 Unitary Decomposition
Theorem
Each 2n+1 ˆ 2n+1 unitary matrix can be expressed as the product
of multi-controlled rotation gates of type F n

k (Ry) and F n
k (Rz), k =

1, 2, ¨ ¨ ¨ , n + 1.

Recall that the multi-controlled rotation gates of type F n
j+1(Ra) are

(n + 1)-qubit gates L satisfying
L(|x0yb¨ ¨ ¨b|xny)= |x0yb¨ ¨ ¨b|xj´1yb(Ra(ϕk)|xjy)b|xj+1yb¨ ¨ ¨b|x0y

if (x0 ¨ ¨ ¨ xj´1xj+1 ¨ ¨ ¨ xn)2 = k, where a = (ax, ay, az) is a unit vector
in R3 and Ra is a 1-qubit gate given by

Ra(ϕ) =

 cos ϕ

2
+ iaz sin ϕ

2
(ay + iax) sin ϕ

2

´(ay ´ iax) sin ϕ

2
cos ϕ

2
´ iaz sin ϕ

2

 . (8)

We also write Ra as Ry or Rz if a = (0,´1, 0) or a = (0, 0,´1).
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§3.8 Implementation of Multi-Controlled Rotation Gates
In this section we are concerned with the implementation of multi-
controlled rotation gates of type F n

n+1(Ra) with unit vector a =

(0, ay, az) using quantum circuits. The implementation of multi-
controlled gate of this type is the building block of the implemen-
tation of general quantum gates. We note that multi-controlled
rotation gate of type F n

k (Ra), where 1 ď k ď n, can be obtained by
applying several swap operations on multi-controlled rotation gate
of type F n

n+1(Ra); thus arbitrary multi-controlled rotation gates can
also be implemented even though we only focus on the case of
F n

n+1(Ra).
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§3.8 Implementation of Multi-Controlled Rotation Gates
Recall that the matrix representation of multi-controlled rotation
gates of type F n

n+1(Ra) takes the form

R = blkdiag
(
Ra(ϕ1), ¨ ¨ ¨ ,Ra(ϕn)

)
with a = (0, ay, az) , (9)

where for a given unit vector a = (ax, ay, az) and angle ϕ, the rota-
tion matrix Ra(ϕ) is given by (8) or equivalently,

Ra(ϕ) = I cos ϕ
2
+ i (ax σx + ay σy + az σz) sin ϕ

2
,

in which σx, σy and σz are the Pauli matrices

σx = X =

[
0 1
1 0

]
, σy = Y =

[
0 ´i
i 0

]
, σz = Z =

[
1 0
0 ´1

]
.

Therefore, it suffices to consider the implementation of a unitary
matrix of form (9).
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§3.8 Implementation of Multi-Controlled Rotation Gates
‚ Some properties of Ra(ϕ):

1 Ry(ϕ) = R(0,1,0)(´ϕ) = R(0,´1,0)(ϕ) for all angle ϕ.
2 Rz(ϕ) = R(0,0,1)(´ϕ) = R(0,0,´1)(ϕ) for all angle ϕ.
3 Ra(ϕ): = Ra(´ϕ) for all unit vectors a P R3 and angle ϕ.
4 Ra(ϕ) is unitary for all unit vectors a P R3 and angle ϕ.
5 Ra(θ)Ra(ϕ) = Ra(θ + ϕ) for all unit vectors a P R and angles
θ, ϕ.

6 XRa(ϕ)X = Ra(´ϕ) for all unit vectorss a = (0, ay, az) P R3

and angle ϕ.

Such operator Ra(ϕ) is called the rotation (of a qubit) about the
three-dimensional vector a with angle ϕ (on the Bloch sphere).
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§3.8 Implementation of Multi-Controlled Rotation Gates
We use the following example to illustrate the idea of how a quantum
gate of the form in (9) is implemented using quantum circuits.
Example (4-qubit gate decomposition)
Let a = (0, ay, az) be a unit vector in R3. Consider the multi-
controlled 4-qubit gate given by

|ky b |yy ÞÑ |ky b (Ra(αk+1)|yy) for all 0 ď k ď 7

whose matrix representation is given by

blkdiag(Ra(α1),Ra(α2), ¨ ¨ ¨ ,Ra(α8)) .
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
Goal: Find C1,C2, ¨ ¨ ¨ ,Ck P

␣

CNOT1,4,CNOT2,4,CNOT3,4

(

and
R1, ¨ ¨ ¨ ,Rk of the form Rj = blkdiag

(
Ra(θj),Ra(θj), ¨ ¨ ¨ ,Ra(θj)
l jh n

8 copies of Ra(θj)

)
(which is the matrix representation of I2 b I2 b I2 b Ra(θj)) so that

blkdiag(Ra(α1), ¨ ¨ ¨ ,Ra(α8)) = C8R8C7R7 ¨ ¨ ¨ C2R2C1R1 .

Recall that CNOTi,4 denotes the controlled-not gate whose control
qubit is the i-th qubit while the target qubit is the 4-th qubit, and
the matrix representation of CNOTi,4 are given by

CNOT1,4 = blkdiag(I2, I2, I2, I2,X,X,X,X) ,

CNOT2,4 = blkdiag(I2, I2,X,X, I2, I2,X,X) ,

CNOT3,4 = blkdiag(I2,X, I2,X, I2,X, I2,X) .
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))

Define rRk by
rRk = C8C7 ¨ ¨ ¨ CkRkCkCk+1 ¨ ¨ ¨ C8 .

Since CjCj = I16 and CjCk = CkCj for all 1 ď j, k ď 8, we find that
rR8

rR7 ¨ ¨ ¨ rR1

= (C8R8C8)(C8C7R7C7C8)(C8C7C6R6C6C7C8) ¨ ¨ ¨

¨ ¨ ¨ (C8 ¨ ¨ ¨ C1R1C1 ¨ ¨ ¨ C8)

= (C8R8)(C7R7C7)(C7C6R6C6C7) ¨ ¨ ¨ (C7 ¨ ¨ ¨ C1R1C1 ¨ ¨ ¨ C8)

= (C8R8)(C7R7)(C6R6C6) ¨ ¨ ¨ (C6 ¨ ¨ ¨ C1R1C1 ¨ ¨ ¨ C8)

= ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

= (C8R8)(C7R7)(C6R6) ¨ ¨ ¨ (C1R1)(C1 ¨ ¨ ¨ C8)

so that
C8R8C7R7 ¨ ¨ ¨ C1R1 = rR8

rR7 ¨ ¨ ¨ rR1 ¨ (C1C2 ¨ ¨ ¨ C8) .
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
By the fact that XRa(θ)X = Ra(´θ) for all θ P R, for all
ϕ1, ϕ2, ¨ ¨ ¨ , ϕ8 P R we have we have
CNOT1,4 ¨ blkdiag

(
Ra(ϕ1),Ra(ϕ2), ¨ ¨ ¨ ,Ra(ϕ8)

)
¨ CNOT1,4

=blkdiag
(
Ra(ϕ1),Ra(ϕ2),Ra(ϕ3),Ra(ϕ4),Ra(́ ϕ5),Ra(́ ϕ6),Ra(́ ϕ7),Ra(́ ϕ8)

)
,

CNOT2,4 ¨ blkdiag
(
Ra(ϕ1),Ra(ϕ2), ¨ ¨ ¨ ,Ra(ϕ8)

)
¨ CNOT2,4

=blkdiag
(
Ra(ϕ1),Ra(ϕ2),Ra(́ ϕ3),Ra(́ ϕ4),Ra(ϕ5),Ra(ϕ6),Ra(́ ϕ7),Ra(́ ϕ8)

)
,

CNOT3,4 ¨ blkdiag
(
Ra(ϕ1),Ra(ϕ2), ¨ ¨ ¨ ,Ra(ϕ8)

)
¨ CNOT3,4

=blkdiag
(
Ra(ϕ1),Ra(́ ϕ2),Ra(ϕ3),Ra(́ ϕ4),Ra(ϕ5),Ra(́ ϕ6),Ra(ϕ7),Ra(́ ϕ8)

)
.

Therefore, rRk must take the form

blkdiag
(
Ra(bk1θk),Ra(bk2θk), ¨ ¨ ¨ ,Ra(bk8θk)

)
,

where bkj = ˘1 and bkj is determined by Ck, ¨ ¨ ¨ ,C8.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
In fact, if rj is the symbol of Cj, then

bk ”
[

bk1, bk2, ¨ ¨ ¨ , bk8
]
= rk .̊ ¨ ¨ ¨ .̊ r7 .̊ r8

where .̊ denotes the Hadamard product. We recall that the sym-
bols of CNOT is connected the 8 ˆ 8 Hadamard matrix

M =



1 1 1 1 1 1 1 1
1 ´1 1 ´1 1 ´1 1 ´1
1 1 ´1 ´1 1 1 ´1 ´1
1 ´1 ´1 1 1 ´1 ´1 1
1 1 1 1 ´1 ´1 ´1 ´1
1 ´1 1 ´1 ´1 1 ´1 1
1 1 ´1 ´1 ´1 ´1 1 1
1 ´1 ´1 1 ´1 1 1 ´1


.

If the k-th row of M is denoted by Sk´1, then the symbols for
CNOT3,4, CNOT2,4 and CNOT1,4 are S1, S2 and S4, respectively.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
Note that the identity Ra(θ)Ra(ϕ) = Ra(θ + ϕ) implies that
rR8

rR7 ¨ ¨ ¨ rR1 = blkdiag
(
Ra(b81θ8),Ra(b82θ8), ¨ ¨ ¨ ,Ra(b88θ8)

)
¨blkdiag

(
Ra(b71θ7),Ra(b72θ7), ¨ ¨ ¨ ,Ra(b78θ7)

)
¨ ¨ ¨ ¨ blkdiag

(
Ra(b11θ1),Ra(b12θ1), ¨ ¨ ¨ ,Ra(b18θ1)

)
= blkdiag

(
Ra(b81θ8 + b71θ7 + ¨ ¨ ¨ + b11θ1),
Ra(b82θ8 + b72θ7 + ¨ ¨ ¨ + b12θ1), ¨ ¨ ¨ ,

Ra(b88θ8 + b78θ8 + ¨ ¨ ¨ + b18θ1)
)
.

This computation motivates us to choose r1, ¨ ¨ ¨ , r8 P
␣

S1, S2, S4

(

such that bk given by bk = rk .̊ ¨ ¨ ¨ .̊ r7 .̊ r8 satisfies
1 b1 = S0 (if so, then C1C2 ¨ ¨ ¨ C8 = I16 which implies that

C8R8C7R7 ¨ ¨ ¨ C1R1 = rR8
rR7 ¨ ¨ ¨ rR1).

2 The collection tb1,b2, ¨ ¨ ¨ ,b8u is linearly independent.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
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␣

S1, S2, S4

(

such that bk given by bk = rk .̊ ¨ ¨ ¨ .̊ r7 .̊ r8 satisfies
1 b1 = S0 (if so, then C1C2 ¨ ¨ ¨ C8 = I16 which implies that

C8R8C7R7 ¨ ¨ ¨ C1R1 = rR8
rR7 ¨ ¨ ¨ rR1).

2 The collection tb1,b2, ¨ ¨ ¨ ,b8u is linearly independent.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
If we are able to find such r1, ¨ ¨ ¨ , r8, then we choose θ1, ¨ ¨ ¨ , θ8

satisfying 
b11 b21 ¨ ¨ ¨ b71 b81

b12 b22 ¨ ¨ ¨ b72 b82

...
... . . . ...

...
b18 b28 ¨ ¨ ¨ b78 b88



θ1
θ2
...
θ8

 =


α1

α2

...
α8


whose solvability is guaranteed by property 2 above. Such θk’s will
then verify that

C8R8C7R7 ¨ ¨ ¨ C1R1 = rR8
rR7 ¨ ¨ ¨ rR1

= blkdiag
(
Ra(α1),Ra(α2), ¨ ¨ ¨ ,Ra(α8)

)
and our goal is achieved.
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Example (4-qubit gate decomposition (cont.))
Finally, let us explain how to find r1, r2, ¨ ¨ ¨ , r8 P

␣

S1, S2, S4

(

satis-
fying the two properties above. First we note that

M =



ones(1, 8) ” S0

S1

S2

S1 .̊ S2

S4

S1 .̊ S4

S2 .̊ S4

S1 .̊ S2 .̊ S4


.

Therefore, all rows of M can be generated by S1, S2 and S4 using
the Hadamard product .̊ and we have

Si .̊ Sj = Si+j @ i, j P t1, 2, 4u and S1 .̊ S2 .̊ S4 = S7 .
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Example (4-qubit gate decomposition (cont.))
This allows us to write

Sℓ = S ℓ0
1 .̊ S ℓ1

2 .̊ S ℓ2
4 if 0 ď ℓ = (ℓ2ℓ1ℓ0)2 ď 7 ,

where S 0
k ” S0 for k = 1, 2, 4. By the fact that Si .̊ Si = S0 and

Si .̊ Sj = Sj .̊ Si for Si, Sj P
␣

S1, S2, S4

(

,

Si .̊ Sj = S i0‘j0
1 .̊ S i1‘j1

2 .̊ S i2‘j2
4 if i = (i2i1i0)2, j = ( j2j1j0)2 ,

where ‘ is the addition in Z2. Writing S(ℓ2ℓ1ℓ0)2 instead of Sℓ if
ℓ = (ℓ2ℓ1ℓ0)2, we have

S(i2i1i0)2 .̊ S( j2j1j0)2 = S(k2k1k0)2 if iℓ, jℓ P t0, 1u and kℓ = iℓ ‘ jℓ .

Example: S3 .̊ S5 = S(011)2 .̊ S(101)2 = S(110)2 = S6. Note that
S3 .̊ S5 ‰ S8.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
By identifying S(ℓ2ℓ1ℓ0)2 as (ℓ2, ℓ1, ℓ0), we find that the group
(tS0, S1, ¨ ¨ ¨ , S7u, .̊ ) is isomorphic to the group (Z2 ˆZ2 ˆZ2,‘),
where ‘ on Z2 ˆ Z2 ˆ Z2 is given by

(i2, i1, i0) ‘ ( j2, j2, j0) ” (i2 ‘ j2, i1 ‘ j1, i0 ‘ j0) , iℓ, jℓ P t0, 1u ;

that is, there exists a bijection φ : tS0, ¨ ¨ ¨ , S7u Ñ Z2 ˆ Z2 ˆ Z2

given by φ(S(k2k1k0)2) = (k2, k1, k0) such that

φ
(
S(i2i1i0)2 .̊ S( j2j1j0)2

)
= φ

(
S(i2i1i0)2) ‘ φ

(
S( j2j1j0)2

)
.

“Definition”: A group is a set equipped with an operation that
combines any two elements to form a third element while being as-
sociative as well as having an identity element and inverse elements.

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds
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Example (4-qubit gate decomposition (cont.))
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(tS0, S1, ¨ ¨ ¨ , S7u, .̊ ) is isomorphic to the group (Z2 ˆZ2 ˆZ2,‘),
where ‘ on Z2 ˆ Z2 ˆ Z2 is given by
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)
= φ

(
S(i2i1i0)2) ‘ φ

(
S( j2j1j0)2

)
.

Definition: A group is a set G equipped with an operation ˚ such that
1. a ˚ b P G @ a, b P G; 2. (a ˚ b) ˚ c = a ˚ (b ˚ c) @ a, b, c P G;
3. D e P G Q a ˚ e = e ˚ a = a for all a P G;
4. @ a P G Db P G Q a ˚ b = b ˚ a = e.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
Recall that

1 rj are symbols of Cj P
␣

CNOT1,4,CNOT2,4,CNOT3,4

(

; thus
rj P tS1, S2, S4u which implies that rj = S(xjyjzj)2 for some
xj, yj, zj P t0, 1u with the property that one and only one of
xj, yj, zj is 1.

2 bk = rk .̊ ¨ ¨ ¨ .̊ r8 for all 1 ď k ď 8, and we look for rj such
that b1 = S0 and tb1, ¨ ¨ ¨ ,b8u are linearly independent (so that
tb1, ¨ ¨ ¨ ,b8u = tS0, ¨ ¨ ¨ , S7u).

Since
(xk, yk, zk)‘¨ ¨ ¨‘(x8, y8, z8)=(xk‘¨ ¨ ¨‘x8, yk‘¨ ¨ ¨‘y8, zk‘¨ ¨ ¨‘z8) ,
we find that φ(bk) and φ(bk+1), the correspondence of bk and bk+1

in Z2 ˆ Z2 ˆ Z2, differs by only one slot/bit.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
Therefore, we need to arrange S0, ¨ ¨ ¨ , S7 in an order such that ad-
jacent φ(Sj) differs by one slot/bit. This motivates the idea of
the reflected binary code (also called Gray code) which is a scheme
for listing all n-bit binary numbers so that successive numbers dif-
fer in exactly one bit. The 3-qubit reflected Gray code is given by
[0, 1, 3, 2, 6, 7, 5, 4]. We list these numbers in terms of binary rep-
resentation in the following table and one can see that adjacent
numbers differ by one bit.

j = ( j2 j1 j0)2 0 1 3 2 6 7 5 4 0
j2 0 0 0 0 1 1 1 1 0
j1 0 0 1 1 1 1 0 0 0
j0 0 1 1 0 0 1 1 0 0
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
From the table above, b1, b2, ¨ ¨ ¨ , b8 correspond to (0, 0, 0),
(0, 0, 1), ¨ ¨ ¨ , (1, 0, 0) in Z2 ˆ Z2 ˆ Z2. How do we find rj? Note
that bk = rk .̊ bk+1; thus

rk = rk .̊ bk+1 .̊ bk+1 = bk .̊ bk+1 @ 1 ď j ď 7 , r8 = b8 .

Therefore, r1 corresponds to the element (0, 0, 0)‘ (0, 0, 1) in Z2 ˆ

Z2 ˆ Z2, r2 corresponds to the element (0, 0, 1) ‘ (0, 1, 1) in Z2 ˆ

Z2 ˆ Z2, and etc. This implies that r1 = S1 and r2 = S2, and so
on. Note that the addition in fact indicates the bit where bk and
bk+1 differ (which is shown as boldface colored 0 or 1 in the table).
Moreover, the position of the different bit is in fact the position of
the controlled qubit in the CNOT gate (for example, the bit where
b1 and b2 differs locates in the 3rd qubit; thus r1 = CNOT3,4).
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§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
Therefore, a choice of C1,C2, ¨ ¨ ¨ ,C8 can be

C1 = CNOT3,4,C2 = CNOT2,4,C3 = CNOT3,4,C4 = CNOT1,4,

C5 = CNOT3,4,C6 = CNOT2,4,C7 = CNOT1,4,C8 = CNOT1,4,

and recall that R1,R2, ¨ ¨ ¨ ,R8 are given by

Rk = blkdiag
(
Ra(θk), ¨ ¨ ¨ ,Ra(θk)

)
.

Such Ck’s and Rk’s fulfill our goal

blkdiag(Ra(α1),Ra(α2), ¨ ¨ ¨ ,Ra(α8)) = C8R8C7R7 ¨ ¨ ¨ C2R2C1R1 .

We summarize the discussion in the previous example and state the
general procedure of the decomposition of multi-controlled (n+ 1)-
qubit gate (with first n-qubit as control qubits) as follows.

Ching-hsiao Cheng 量子計算的數學基礎 MA5501*



Chapter 3. Mathematical Backgrounds

§3.8 Implementation of Multi-Controlled Rotation Gates
Example (4-qubit gate decomposition (cont.))
Therefore, a choice of C1,C2, ¨ ¨ ¨ ,C8 can be

C1 = CNOT3,4,C2 = CNOT2,4,C3 = CNOT3,4,C4 = CNOT1,4,

C5 = CNOT3,4,C6 = CNOT2,4,C7 = CNOT1,4,C8 = CNOT1,4,

and recall that R1,R2, ¨ ¨ ¨ ,R8 are given by

Rk = blkdiag
(
Ra(θk), ¨ ¨ ¨ ,Ra(θk)

)
.

Such Ck’s and Rk’s fulfill our goal

blkdiag(Ra(α1),Ra(α2), ¨ ¨ ¨ ,Ra(α8)) = C8R8C7R7 ¨ ¨ ¨ C2R2C1R1 .

We summarize the discussion in the previous example and state the
general procedure of the decomposition of multi-controlled (n+ 1)-
qubit gate (with first n-qubit as control qubits) as follows.
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§3.8 Implementation of Multi-Controlled Rotation Gates
Let a = (0, ay, az) be a unit vector in R3 and N = 2n.

1 The goal is to write the matrix representation of a multi-controlled
gate in the form

blkdiag(Ra(α1),Ra(α2), ¨ ¨ ¨ ,Ra(αN)) = CNRNCN´1RN´1 ¨ ¨ ¨ C1R1,

where Ck P
␣

CNOT1,n+1,CNOT2,n+1, ¨ ¨ ¨ ,CNOTn,n+1

(

and
Rk = blkdiag

(
Ra(θk), ¨ ¨ ¨ ,Ra(θk)

)
for all 1 ď k ď N.

2 Using the property that CjCj = IN and CjCk = CkCj for all
1 ď j, k ď N, the right-hand side of the decomposition sequence
above can be rewritten as

CNRNCN´1RN´1 ¨ ¨ ¨ C1R1 = rRN rRN´1 ¨ ¨ ¨ rR1 ¨ (C1C2 ¨ ¨ ¨ CN) ,

where rRk = (CNCN´1 ¨ ¨ ¨ Ck)Rk(CkCk+1 ¨ ¨ ¨ CN).
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§3.8 Implementation of Multi-Controlled Rotation Gates
3 The effect of Ck ¨ ¨ ¨ CN on Rk leads to the result

rRk = blkdiag
(
Ra(bk1θk),Ra(bk2 θk), ¨ ¨ ¨ ,Ra(bkN θk)

)
,

where bk = [bk1, bk2, ¨ ¨ ¨ , bkN] is given by
bk ”

[
bk1, bk2, ¨ ¨ ¨ , bkN

]
= rk .̊ ¨ ¨ ¨ .̊ rN´1 .̊ rN , (10)

where rj are symbol of Cj.
4 Let Sk denote the (k + 1)-row of the N ˆ N Hadamard matrix

M. We choose r1, ¨ ¨ ¨ , rN properly from
␣

S2k
ˇ

ˇ 0 ď k ď n ´ 1
(

so that the corresponding bk satisfies
(i) b1 = ones(1,N);
(ii) the collection tb1,b2, ¨ ¨ ¨ ,bNu is linearly independent.

Note that the collection tb1,b2, ¨ ¨ ¨ ,bNu is linearly independent
means that tb1,b2, ¨ ¨ ¨ ,bNu is a permutation of rows of M.
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Once we have these bk’s, we then solve

b11 b21 ¨ ¨ ¨ bN1

b12 b22 ¨ ¨ ¨ bN2

...
...

b1N b2N ¨ ¨ ¨ bNN




θ1
θ2
...
θ8

 =


α1

α2

...
α8


to obtain θ1, ¨ ¨ ¨ , θN.

5 Let tx1, x2, ¨ ¨ ¨ , xN u be a reflected binary code (with x1 = 0)
for the list of numbers t0, 1, ¨ ¨ ¨ ,N ´ 1u, and f : t1, ¨ ¨ ¨ ,Nu Ñ

t1, ¨ ¨ ¨ nu be defined by

f ( j) is the location where the bit expression of xj and xj+1

differ (xN+1 ” 0)

A choice of C1,C2, ¨ ¨ ¨ ,CN and b1,b2, ¨ ¨ ¨ ,bN are given by
Cj = CNOTf ( j),n+1 , bj = the binary expression of xj.
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Remark: A way to obtain a reflected binary code for the numbers
t0, 1, 2, ¨ ¨ ¨ , 2n ´ 1u is given as follows: 假設原始的值從 0 開始,
格雷碼產生的規律是:

1 第一步, 改變最右邊的位元值；
2 第二步，改變右邊起第一個為 1 的位元的左邊的位元；
3 重複第一步和第二步，直到所有的格雷碼產生完畢。

Example
A Gray code for the case n = 3 is given by

000 Ñ 001 Ñ 011 Ñ 010 Ñ 110 Ñ 111 Ñ 101 Ñ 100 .
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§3.8 Implementation of Multi-Controlled Rotation Gates
‚ Algorithm of multi-control rotation gates decomposition:
Suppose that we are given matrix

R = blkdiag
(
Ra(α1), ¨ ¨ ¨ ,Ra(αN)

)
for some unit vector a = (0, ay, az), where N = 2n.

1 Let tx1, x2, ¨ ¨ ¨ , xNu, where x1 = 0, be a reflected binary code
(Gray code) for the list of numbers t0, 1, ¨ ¨ ¨ ,N ´ 1u. Define
xN+1 = 0 and f : t1, ¨ ¨ ¨ ,Nu Ñ t1, ¨ ¨ ¨ nu by

f ( j) is the location where the bit expression of xj and xj+1 differ

which can be implemented in matlab® by
f ( j)= find(double(xor(flip(de2bi(xj, n)), flip(de2bi(xj+1, n))))==1)

Set Cj = CNOTf ( j),n+1 for 1 ď j ď N.
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2 Define a 2n ˆ 2n matrix B = [bij] by

bij = (´1)(i´1) ‚ xj ,

where the exponent (i ´ 1) ‚ (xj) is the bitwise dot product
of (i ´ 1) and xj (which can be implemented in matlab® by
de2bi(i ´ 1, n) ˚ de2bi(xj, n)1). Solve

B


θ1
θ2
...
θN

 =


α1

α2

...
αN

.
3 Define Rk = blkdiag

(
Ra(θk), ¨ ¨ ¨ ,Ra(θk)
l jh n

N copies of Ra(θk)

)
which can be imple-

mented in matlab® by Rk = kron(eye(N),Ra(θk)). Then R =

CNRNCN´1RN´1 ¨ ¨ ¨ C1R1.
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