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Problem 1. Let tTku8
k=1 Ď B(Rn,Rm) be a sequence of bounded linear maps from Rn Ñ Rm. Prove

that the following three statements are equivalent:

1. there exists a function T : Rn Ñ Rm such that tTkxu8
k=1 converges to Tx for all x P Rn;

2. lim
k,ℓÑ8

}Tk ´ Tℓ}B(Rn,Rm) = 0;

3. there exists a function T : Rn Ñ Rm such that for every compact K Ď Rn and ε ą 0 there
exists N ą 0 such that

}Tkx ´ Tx}Rm ă ε whenever x P K and k ě N .

Proof. “1 ñ 3” Let K be a compact set in Rn, and ε ą 0 be given. Then there exists R ą 0 such
that K Ď B[0, R]. By assumption, for each 1 ď i ď n, there exist Ni ą 0 such that

}Tkei ´ Tei}Rm ă
ε

Rn
whenever k ě Ni .

For x P Rn, write x = x(1)e1 + x(2)e2 + ¨ ¨ ¨ + x(n)en. Then if x P K,
ˇ

ˇx(i)
ˇ

ˇ ď R for all 1 ď i ď n.
Therefore, if x P K and k ě N ” maxtN1, ¨ ¨ ¨ , Nnu,

}Tkx ´ Tx}Rm =
›

›

›
Tk

( n
ÿ

i=1

x(i)ei
)

´ T
( n
ÿ

i=1

x(i)ei
)›
›

›

Rm
=
›

›

›

n
ÿ

i=1

x(i)
(
Tkei ´ Tei

)›
›

›

Rm

ď

n
ÿ

i=1

ˇ

ˇx(i)
ˇ

ˇ}Tkei ´ Tei}Rm ă

n
ÿ

i=1

R
ε

Rn
= ε .

“3 ñ 2” Let K = B[0, 1] (which is compact), and ε ą 0 be given. By assumption there exists N ą 0

such that
}Tkx ´ Tx}Rm ă

ε

3
whenever x P B[0, 1] and k ě N .

If k, ℓ ě N and x P B[0, 1],

}Tkx ´ Tℓx}Rm ď }Tkx ´ Tx}Rm + }Tℓx ´ Tx}Rm ă
2ε

3

which shows that

}Tk ´ Tℓ}B(Rn,Rm) = sup
xPB[0,1]

}Tkx ´ Tℓx}Rm ď
2ε

3
ă ε @ k, ℓ ě N .

Therefore, lim
k,ℓÑ8

}Tk ´ Tℓ}B(Rn,Rm) = 0.

“2 ñ 1” This part is essentially identical to the proof of Proposition 5.8 in the lecture note (with
X = Rn and Y = Rm). ˝



Problem 2. Recall that Mmˆn is the collection of all m ˆ n real matrices. For a given A P Mmˆn,
define a function f : Mnˆm Ñ R by

f(M) = tr(AM) ,

where tr is the trace operator which maps a square matrix to the sum of its diagonal entries. Show
that f P B(Mnˆm,R).
Hint: You may need the conclusion in Example 4.29 in the lecture note.

Proof. Let A = [aij]1ďiďm,1ďjďn and M = [mjk]1ďjďn,1ďkďm. Then

tr(AM) =
m
ÿ

i=1

n
ÿ

j=1

aijmji .

First we show that f P L (Mnˆm,R). Let M = [mjk]1ďjďn,1ďkďm and N = [njk]1ďjďn,1ďkďm be
matrices in Mnˆm and c P R. Then

f(cM +N) = tr(A(cM +N)) =
m
ÿ

i=1

n
ÿ

j=1

aij(cmji + nji) = c
m
ÿ

i=1

n
ÿ

j=1

aijmji +
m
ÿ

i=1

n
ÿ

j=1

aijnji

= c tr(AM) + tr(AN) = cf(M) + f(N) .

Let } ¨ } : Mnˆm Ñ R be defined by

›

›[mjk]1ďjďn,1ďkďm

›

› =
n
ÿ

j=1

m
ÿ

k=1

|mjk| .

Then } ¨ } is a norm on Mnˆm, and

sup
}M}=1

|f(M)| = sup
řn

j=1

řm
k=1 |mjk|=1

ˇ

ˇ

ˇ

m
ÿ

i=1

n
ÿ

j=1

aijmji

ˇ

ˇ

ˇ
ď

m
ÿ

i=1

n
ÿ

j=1

|aij| ă 8 ;

thus f : (Mnˆm, } ¨ }) Ñ (R, | ¨ |) is bounded. Let ~ ¨ ~ be another norm on Mnˆm. Since Mnˆm is
finite dimensional vector spaces over R, there exists c and C such that

c}M} ď ~M~ ď C}M} @M P Mnˆm .

Therefore,
␣

M P Mnˆm

ˇ

ˇ~M~ ď 1
(

Ď

!

M P Mnˆm

ˇ

ˇ

ˇ
}M} ď

1

c

)

sup
~M~=1

|f(M)| ď sup
}M}ď1/c

|f(M)| = sup
}cM}ď1

1

c
|f(cM)| ď

1

c

m
ÿ

i=1

n
ÿ

j=1

|aij| ă 8 ;

thus f : (Mnˆm,~ ¨ ~) Ñ R is bounded. ˝

Problem 3. Let P([0, 1)) be the collection of all polynomials defined on [0, 1], and } ¨ }8 be the
max-norm defined by }p}8 = max

xP[0,1]
|p(x)|.

1. Show that the differential operator d

dx
: P([0, 1]) Ñ P([0, 1]) is linear.



2. Show that d

dx
:
(
P([0, 1]), } ¨ }8

)
Ñ

(
P([0, 1]), } ¨ }8

)
is unbounded; that is, show that

sup
}p}8=1

}p 1}8 = 8 .

Proof. 1. Let p, q P P([0, 1]) and c P R. Then by the rule of differentiation,
d

dx
(cp+ q)(x) = cp 1(x) + q 1(x) = c

d

dx
p(x) +

d

dx
q(x) ;

thus d

dx
: P([0, 1]) Ñ P([0, 1]) is linear.

2. Consider pn(x) = xn. Then }pn}8 = max
xP[0,1]

xn = 1 for all n P N; however,

}p 1
n}8 = max

xP[0,1]
nxn´1 = n n P N ;

thus sup
}p}8=1

}p 1}8 = 8. ˝

Problem 4. Let (X, } ¨ }X) and (Y, } ¨ }Y ) be normed spaces, and T P B(X,Y ). Show that for all
x P X and r ą 0,

sup
x 1PB(x,r)

}Tx 1}Y ě r}T }B(X,Y ) .

Hint: Prove and make use of the inequality max
␣

}T (x + ξ)}Y , }T (x ´ ξ)}Y
(

ě }Tξ}Y for all ξ P Y .

Proof. Let x P X and r ą 0 be given. Then for all ξ P B(0, r),

max
␣

}T (x + ξ)}Y , }T (x ´ ξ)}Y
(

ě
1

2

[
}T (x + ξ)}Y + }T (x ´ ξ)}Y

]
ě

1

2
}T (x + ξ) ´ T (x ´ ξ)}Y = }Tξ}Y .

Therefore,

sup
ξPB(0,r)

max
␣

}T (x + ξ)}Y , }T (x ´ ξ)}Y
(

ě sup
ξPB(0,r)

}Tξ}Y = r}T }B(X,Y ) ,

and the desired inequality follows from the fact that

sup
x 1PB(x,r)

}Tx 1}Y = sup
ξPB(0,r)

max
␣

}T (x + ξ)}Y , }T (x ´ ξ)}Y
(

. ˝

Problem 5. Let (X, } ¨ }X) be a Banach space, (Y, } ¨ }Y ) be a normed space, and F Ď B(X,Y ) be
a family of bounded linear maps from X to Y . Show that if sup

TPF
}Tx}Y ă 8 for all x P X, then

sup
TPF

}T }B(X,Y ) ă 8 .

Hint: Suppose the contrary that there exists tTnu8
n=1 Ď F such that }Tn}B(X,Y ) ě 4n. Using

Problem ?? to choose a sequence txnu8
n=0, where x0 = 0, such that

xn P B(xn´1, 3
´n) and }Tnxn}Y ě

2

3
¨ 3´n}Tn}B(X,Y ) .

Show that txnu8
n=1 converges to some point x P X but tTnxu8

n=1 is not bounded in Y .
Remark: The conclusion above is called the Uniform Boundedness Principle (or the Banach-
Steinhaus Theorem). This is one of the fundamental results in functional analysis.



Proof. Suppose the contrary that sup
TPF

}T }B(X,Y ) = 8. Then there exists tTnu8
n=1 Ď F such that

}Tn}B(X,Y ) ě 4n @n P N .

Let x0 = 0. Define rn = 3´n and txnu8
n=1 Ď X so that

xn P B(xn´1, rn) and }Tnxn}Y ě
2

3
rn}Tn}B(X,Y ) .

We note that such txnu8
n=1 exists because of Problem ??. For m ą n,

}xn ´ xm}X ď }xn ´ xn+1}X + }xn+1 ´ xn+1}X + ¨ ¨ ¨ + }xm´1 ´ xm}X

ď 3´(n+1) + 3´(n+2) + ¨ ¨ ¨ + 3´m ď 3´(n+1)
(
1 +

1

3
+ ¨ ¨ ¨

)
ď

1

2
¨ 3´n ;

thus txnu8
n=1 is a Cauchy sequence. Since (X, } ¨ }X) is complete, txnu8

n=1 converges to some point
x P X, and }x ´ xn}X ď

1

2
¨ 3´n. Therefore,

}Tnx}Y ě }Tnxn}Y ´ }Tn(x ´ xn)}Y ě
2

3
rn}Tn}B(X,Y ) ´ }Tn}B(X,Y )}x ´ xn}X

ě

(2
3

´
1

2

)
}Tn}B(X,Y )3

´n =
1

6
}Tn}B(X,Y )3

´n ě
1

6
¨

(4
3

)n

so that sup
nPN

}Tnx}Y = 8, a contradiction. ˝

Problem 6. Let X = Mnˆm, the collection of all nˆm real matrices, equipped with the Frobenius
norm } ¨ }F introduced in Problem 7 of Exercise 5, and f : X Ñ R be defined by f(A) = }A}2F . Show
that f is differentiable on X and find (Df)(A) for A P X.

Proof. First we note that f(A) = tr(AAT), where tr(M) denotes the trace of M if M is a square
matrix. Let A = [aij] P X. Then for δA P X, we have

f(A+ δA) ´ f(A) = tr
[
(A+ δA)(A+ δA)T] ´ tr(AAT)

= tr
(
AAT + AδAT + δAAT + δAδAT) ´ tr(AAT)

= tr(AδAT) + tr(δAAT) + tr(δAδAT) .

Define LA : X Ñ R by L(B) = tr(ABT) + tr(BAT). Then Problem ?? shows that L P B(X,R).
Therefore, by the fact that

lim
δAÑ0

ˇ

ˇf(A+ δA) ´ f(A) ´ LA(δA)
ˇ

ˇ

}δA}F
= lim

δAÑ0

ˇ

ˇtr(δAδAT)
ˇ

ˇ

}δA}F
= lim

δAÑ0

}δA}2F

}δA}F
= lim

δAÑ0
}δA}F = 0 ,

we conclude that f is differentiable at A and (Df)(A) = LA. ˝

Problem 7. Let } ¨ }F denote the Frobenius norm of matrices given in Problem 7 of Exercise 5. For
an m ˆ n matrix A = [aij], we look for an m ˆ k matrix C = [cij] and an k ˆ n matrix R = [rij],
where 1 ď k ď mintm,nu, such that }A ´ CR}2F is minimized. This is to minimize the function

f(C,R) = }A ´ CR}2F = tr((A ´ CR)(A ´ CR)T) =
n
ÿ

i=1

m
ÿ

j=1

(
aij ´

k
ÿ

ℓ=1

ciℓrℓj
)2

.

Show that if C P Rmˆk and R P Rkˆn minimize f , then C,R satisfy

(A ´ CR)RT = 0 and CT(A ´ CR) = 0 .



Problem 8. Let X = B(Rn,Rn) equipped with norm } ¨ }, and f : GL(n) Ñ B(Rn,Rn) be defined
by f(L) = L´2 ” L´1 ˝L´1. Show that f is differentiable on GL(n) and find (Df)(L) for L P GL(n).

Proof. Let L P GL(n). By the fact that

K´1 ´ L´1 = ´K´1(K ´ L)L´1 and K´2 ´ L´2 = ´K´2(K ´ L)L´1 ´ K´1(K ´ L)L´2 ,

we have

K´2 ´ L´2 = ´
[
L´2 ´ K´2(K ´ L)L´1 ´ K´1(K ´ L)L´2

]
(K ´ L)L´1

´
[
L´1 ´ K´1(K ´ L)L´1

]
(K ´ L)L´2

= ´L´2(K ´ L)L´1 ´ L´1(K ´ L)L´2 +K´2(K ´ L)L´1(K ´ L)L´1

+K´1(K ´ L)L´2(K ´ L)L´1 +K´1(K ´ L)L´1(K ´ L)L´2 ;

thus
}K´2 ´ L´2 + L´2(K ´ L)L´1 + L´1(K ´ L)L´2}

ď

[
}K´2}}L´1}2 + 2}K´1}}L´1}}L´2}

]
}K ´ L}2 .

(‹)

This motivates us to define (Df)(L) P B(X,X) by

(Df)(L)(H) = ´L´2HL´1 ´ L´1HL´2 @H P X , (˛)

and (‹) implies that

lim
KÑL

}f(K) ´ f(L) ´ (Df)(L)(K ´ L)}

}K ´ L}
= 0 .

Therefore, f is differentiable on GL(n), and (Df)(L) is given by (˛). ˝

Problem 9. Let X = C ([´, 1, 1];R) and } ¨ }X be defined by }f}X = max
xP[´1,1]

ˇ

ˇf(x)
ˇ

ˇ, and (Y, } ¨ }Y ) =

(R, | ¨ |). Consider the map δ : X Ñ R be defined by δ(f) = f(0). Show that δ is differentiable on X.
Find (Dδ)(f) (for f P C ([´1, 1];R)).

Proof. Let f P X be given. For h P X, we have

δ(f + h) ´ δf =
(
f(0) + h(0)

)
´ f(0) = h(0) = δh ;

thus we expect that (Dδ)(f)(h) = δh. We first show that δ P B(X,R).

1. For linearity, for h1, h2 P X and c P R, we have

δ(ch1 + h2) =
(
ch1 + h2

)
(0) = ch1(0) + h2(0) = cδh1 + δh2 .

2. For boundedness, if }h}X = 1, then max
xP[´1,1]

ˇ

ˇh(x)
ˇ

ˇ = 1 so that

|δh| =
ˇ

ˇh(0)
ˇ

ˇ ď max
xP[´1,1]

ˇ

ˇh(x)
ˇ

ˇ = 1 ă 8 .



Having established that δ P B(X,R), we note that

lim
hÑ0

ˇ

ˇδ(f + h) ´ δf ´ δh
ˇ

ˇ

}h}X
= lim

hÑ0

0

}h}X
= 0 ;

thus δ is differentiable at f (for all f P X), and (Dδ)(f) = δ for all f P X. ˝

Problem 10. Let X = C ([a, b];R) and } ¨ }2 be the norm induced by the inner product xf, gy =
ż b

a
f(x)g(x) dx. Define I : X Ñ X by

I(f)(x) =

ż x

a

f(t)2 dt @x P [a, b] .

Show that I is differentiable on X, and find (DI)(f).

Proof. Let f P X be given. For h P X,

I(f + h)(x) ´ I(f)(x) =

ż x

a

(
f(t) + h(t)

)2
dt ´

ż x

a

f(t)2 dt =

ż x

a

[
2f(t)h(t) + h(t)2

]
dt ; (‹‹)

thus we expect that
(DI)(f)(h)(x) = 2

ż x

a

f(t)h(t) dt . (˛˛)

Define L by (Lh)(x) = 2
ż x

a
f(t)h(t) dt.

Claim: L P B(X,X).

1. For linearity, let h1, h2 P X and c P R. Then

L(ch1 + h2)(x) = 2

ż x

a

f(t)
(
ch1(t) + h2(t)

)
dt = 2c

ż x

a

f(t)h1(t) dt+ 2

ż x

a

f(t)h2(t) dt

which shows that L(ch1 + h2) = cL(h1) + L(h2).

2. Note that by the Cauchy-Schwarz inequality,
ˇ

ˇ

ˇ

ż x

a

f(t)h(t) dt
ˇ

ˇ

ˇ
ď

ż b

a

|f(t)||h(t)| dt ď }f}2}h}2 ;

thus for }h}2 = 1,

}L(h)}2 =
[ ż b

a

( ż x

a

f(t)h(t) dt
)2

dx
] 1

2
ď

( ż b

a

}f}22}h}22 dx
) 1

2
ď

?
b ´ a}f}2 .

Therefore,
}L} = sup

}h}2=1

}L(h)}2 ď
?
b ´ a}f}2 ă 8

which shows that L is bounded.



Finally, using (‹‹) we obtain that
›

›I(f + h) ´ I(f) ´ L(h)
›

›

2
=

[ ż b

a

( ż x

a

h(t)2 dt
)2

dx
] 1

2
ď

[ ż b

a

( ż b

a

h(t)2 dt
)2

dx
] 1

2

=
[ ż b

a

}h}42 dx
] 1

2
=

?
b ´ a}h}22 ;

thus
lim
hÑ0

›

›I(f + h) ´ I(f) ´ (DI)(f)(h)
›

›

2

}h}2
= 0 .

Therefore, I is differentiable at f for all f P X and (DI)(f) is given by (˛˛). ˝

Problem 11. Let X = D([a, b];R), the collection of all piecewise continuously differentiable real-
valued function, and } ¨ }2 be the norm (on X) induced by the inner product

xf, gy =
ż b

a

[
f(x)g(x) + f 1(x)g 1(x)

]
dx .

For g P C ([a, b];R), define I : X Ñ R by

I(f) =

ż b

a

[
g(t) ´ f 1(t)

]2
dt .

Show that I is differentiable on X, and find (DI)(f).

Proof. Let f, h P X, and L be defined by

L(h) = ´2

ż b

a

[
g(t) ´ f 1(t)

]
h 1(t) dt .

Then L : X Ñ R is linear and the Cauchy-Schwartz inequality

|L(h)| ď 2
( ż b

a

ˇ

ˇg(t) ´ f 1(t)
ˇ

ˇ

2
dt
) 1

2
( ż b

a

ˇ

ˇh 1(t)
ˇ

ˇ

2
dt
) 1

2

ď 2
( ż b

a

ˇ

ˇg(t) ´ f 1(t)
ˇ

ˇ

2
dt
) 1

2
}h}X

which implies that L : X Ñ R is bounded with

}L}B(X,R) ď 2
( ż b

a

ˇ

ˇg(t) ´ f 1(t)
ˇ

ˇ

2
dt
) 1

2
ă 8 .

Therefore, by the fact that
ˇ

ˇI(f + h) ´ I(f) ´ L(h)
ˇ

ˇ

=

ˇ

ˇ

ˇ

ˇ

ż b

a

[
ˇ

ˇg(t) ´ f 1(t) ´ h 1(t)
ˇ

ˇ

2
´
ˇ

ˇg(t) ´ f 1(t)
ˇ

ˇ

2
]
dt+ 2

ż b

a

[
g(t) ´ f 1(t)

]
h 1(t) dt

ˇ

ˇ

ˇ

ˇ

=

ż b

a

ˇ

ˇh 1(t)
ˇ

ˇ

2
dt ď }h}2X ,

we find that
lim
hÑ0

ˇ

ˇI(f + h) ´ I(f) ´ L(h)
ˇ

ˇ

}h}X
= 0 .

Therefore, I is differentiable at f and (DI)(f) = L. ˝


